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Introduction
SA1 has defined the following requirements for self-backhauling [1]:
· [bookmark: _Hlk502996877]The 5G network shall enable operators to support wireless self-backhaul using NR and E-UTRA.
· The 5G network shall support flexible and efficient wireless self-backhaul for both indoor and outdoor scenarios.
· The 5G network shall support flexible partitioning of radio resources between access and backhaul functions
· The 5G network shall support autonomous configuration of access and wireless self-backhaul functions.
· The 5G network shall support multi-hop wireless self-backhauling.
· The 5G network shall support autonomous adaptation on wireless self-backhaul network topologies to minimize service disruptions.
· The 5G network shall support topologically redundant connectivity on the wireless self-backhaul.

The Integrated Access and Backhaul Study Item Document further defines the following requirements [2]:
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

In this document, we discuss U-plane considerations for the IAB study.
The following terminology is used in this document:
IAB-node: A RAN-node that provides IAB functionality, i.e. access for UEs combined with wireless self-backhauling capabilities.
Donor: A RAN-node that terminates Ng interface with core network.
Path: A transport connection consistent of a sequence of physical links.


Discussion
NR enhancements to support backhaul link
The backhaul link can leverage a variety of features that have been developed for NR access. Opposed to the access link, the end-nodes of the backhaul link typically comprise the same type of nodes with similar or same capabilities. 

Observation 1: Opposed to the access link, the end-nodes of the backhaul link typically comprise the same type of nodes with similar or same capabilities.
 
Proposal 1: The study should identify where enhancements are necessary to accommodate IAB-node capabilities on both link-end points.

Multi-hop forwarding
The IAB-node must derive sufficient information from the packet header to determine on where to forward the packet. For multi-hop forwarding, there are two principal alternatives:
· Nested tunnels: The packet holds a stack of tunnel headers. In downstream direction, each IAB-node decapsulates a header. In upstream direction, it adds a tunnel header. The IAB-node derives forwarding information from the outer tunnel header. This forwarding information is only local, i.e., only includes next hop information.

· Address-based forwarding: The packet holds only one forwarding header, which holds an address, such as a destination address, that the IAB-nodes can resolve to a forwarding direction. While only one header is needed, the address space includes destinations over an extended topology.
Observation 2: There are two fundamentally different forwarding mechanisms which can be applied, one of them forwarding based on addresses and the other based on nested tunnels. 

Proposal 2: The study should investigate the tradeoffs between nested tunnelling and address-based forwarding.

Multi-hop data protection
Along multi-hop path, data protection can be applied hop-by-hop or end-to-end. On multi-hop paths, hop-by-hop protection requires processing on each IAB-node opposed to end-to-end protection, where processing is only applied at the end nodes.

Observation 3: On multi-hop paths, hop-by-hop protection requires processing on each IAB-node opposed to end-to-end protection, where processing is only applied at the end nodes.

Proposal 3: The study should evaluate if hop-by-hop protection is required.

Multi-hop packet reordering
Along multi-hop path, packet reordering can be applied on each hop or only at the end node. On multi-hop paths, data reordering at each hop increases latency over end-node-based reordering.

Observation 4: On multi-hop paths, data reordering at each hop increases latency over end-node-based reordering.

Proposal 4: The study should evaluate if packet reordering is required on each hop.

Topology adaptation
When a lower-tier IAB-node changes its attachment point from a source parent IAB-node to target parent IAB-node, data buffering and forwarding needs to be supported to avoid data loss. Data buffering can be conducted on a centralized node, such as the donor, or on the source parent IAB-node. When data are buffered on the source parent IAB-node, IAB-node-to-IAB-node forwarding paths need to be defined (i.e. from source parent IAB-node to target parent IAB-node). When data are buffered on the donor, centralized forwarding paths can be used.

Observation 5: To ensure lossless operation, data buffering and forwarding needs to be supported during topology adaptation.

Observation 6: There are various alternatives to data buffering and forwarding which have different tradeoffs between complexity and performance.

Proposal 5: Data buffering and forwarding should be considered to ensure lossless operation during topology adaptation.
Redundant connectivity
Redundant connectivity in the IAB topology can serve two different purposes:
· Reduced service interruption after link or node failure due to availability of backup paths.

· Capacity enhancement via concurrent utilization of redundant paths. This demands additional U-plane functionality such as multi-path scheduling and packet reordering across multiple paths.
Observation 7 Concurrent utilization of redundant data paths demands additional U-plane functionality such as multi-path scheduling and packet reordering across multiple paths. 

Proposal 6: The study should evaluate the different purposes of redundant connectivity and critically evaluate the tradeoffs between benefits and complexity.


Quality of Service
Services with different QoS requirements may be delivered via IAB. Resource and latency constraints on wireless backhaul links are expected to impact QoS in a similar manner as they do on the access links.

Observation 8: Resource and latency constraints on wireless backhaul links are expected to impact QoS in a similar manner as they do on the access links.

Observation 9: With the introduction of multi-hop transport, latency becomes hop-count-dependent and makes per-hop latency target more stringent.  

Proposal 7: Support of service differentiation and enforcement of QoS requirements across the entire IAB network should be considered in the study.


Resource partitioning
Inter-link interference and half-duplexing constraint require resource partitioning (time, frequency, space) among links that are adjacent or in close mutual vicinity. 

Observation 10: Inter-link interference and half-duplexing constraint require resource partitioning (time, frequency, space) among links that are adjacent or in close mutual vicinity. 

Proposal 8: The study should include resource partitioning to account for inter-link interference and half-duplexing constraint.

Conclusion
In this document, we discuss U-plane aspects that should be addressed in the IAB study. The following aspects should be considered in the study:
Observation 1: Opposed to the access link, the end-nodes of the backhaul link typically comprise the same type of nodes with similar or same capabilities.
 
Proposal 1: The study should identify where enhancements are necessary to accommodate IAB-node capabilities on both link-end points.

Observation 2: There are two fundamentally different forwarding mechanisms which can applies, one of them forwarding based on addresses and the other based on nested tunnels. 

Proposal 2: The study should investigate the tradeoffs between nested tunnelling and address-based forwarding.

Observation 3: On multi-hop paths, hop-by-hop protection requires processing on each IAB-node opposed to end-to-end protection, where processing is only applied at the end nodes.

Proposal 3: The study should evaluate if hop-by-hop protection is required.

Observation 4: On multi-hop paths, data reordering at each hop increases latency over end-node-based reordering.

Proposal 4: The study should evaluate if packet reordering is required on each hop.

Observation 5: To ensure lossless operation, data buffering and forwarding needs to be supported during topology adaptation.

Observation 6: There are various alternatives to data buffering and forwarding which have different tradeoffs between complexity and performance.

Proposal 5: Data buffering and forwarding should be considered to ensure lossless operation during topology adaptation.

Observation 7 Concurrent utilization of redundant data paths demands additional U-plane functionality such as multi-path scheduling and packet reordering across multiple paths. 

Proposal 6: The study should evaluate the different purposes of redundant connectivity and critically evaluate the tradeoffs between benefits and complexity.

Observation 8: Resource and latency constraints on wireless backhaul links are expected to impact QoS in a similar manner as they do on the access links.

Observation 9: With the introduction of multi-hop transport, latency becomes hop-count-dependent and makes per-hop latency target more stringent.  

Proposal 7: Support of service differentiation and enforcement of QoS requirements across the entire IAB network should be considered in the study.

Observation 10: Inter-link interference and half-duplexing constraint require resource partitioning (time, frequency, space) among links that are adjacent or in close mutual vicinity. 

Proposal 8: The study should include resource partitioning to account for inter-link interference and half-duplexing constraint.
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