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1	Introduction
This paper proposes architectures and protocols for IAB whereby transport between relays and a donor is based on a 5G PDU Connectivity Service.  It presents motivation for the solution, architecture characteristics and discusses some solution options.
2	Concept Discussion and Proposal
In R15 3GPP defined PDU Connectivity Services to enable the exchange of PDUs between a UE and a data network.  3GPP furthermore defined via network slicing, a mechanism to customize a connectivity service to the needs of a specific use case and isolate that service from other services with different needs.  Subscriber services such as URLLC, eMBB and mIOT are typically cited as examples where customized network attributes are needed, and slicing provides virtual isolation.   Customization may be in the lower RAN protocol layers (eg: for URLLC), at higher layers, or reflected in network topology.  Customizations that may involve multiple network vendors require standardization by 3GPP, while those that don’t may be reflected in network function implementation, instantiation and/or configuration.
Observation 1: PDU Connectivity Services have been defined by 3GPP to support the exchanged of PDUs with a UE, and network slicing has been defined to support use case specific customization of connectivity services.
Self-BH hops may be viewed as fitting within the scope of a PDU Connectivity Service that uses a dedicated network slice which is customized to meet the needs of IAB.  Virtual isolation separates the resources used to serve the Relay Node (RN) UE from the resources required to provide subscriber access.  As needed depending on the network/RAN topology and node configurations, subscriber (access) UE N1, F1, N2, N3, N4, Xn and/or OA&M interfaces can be aggregated across access UEs and mapped to previously established RN PDU sessions in a manner similar to that used to map applications to a PDU session for subscriber access.  For example, one or more separate PDU Sessions may be configured to carry each of RN OA&M, the access related control plane and the access UE User Plane over a backhaul hop.  Within each PDU Session QoS may be applied using mechanisms defined in R15 to differentiate traffic treatment.  Since the contents of the “Application” is transparent to the PDU Session, a connectivity service may in addition transport PDUs supporting Wifi, LTE and other access options available at the cell site or subtending RNs.
Observation 2: The “Application” packet transported by a RN PDU Connectivity Service may be an N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1 or other packet, as the “Application” is transparent to the PDU Session.
As with other IAB solution options, some customizations, such as those to coordinate in-band access and backhaul scheduling at L1/L2 are likely needed only for the IAB Connectivity Service.   However, other customizations, such as a reduced-functionality UPF co-located with a gNB, and simplified UPF mobility are likely applicable to other use cases such as industrial automation and private enterprise content delivery, where local connectivity is required.  Hence support of IAB via a connectivity service has the ancillary benefit that it helps build a tool kit of reusable capabilities that can facilitate support of other scenarios.
Observation 3:  RN PDU Connectivity Service features standardized with IAB in mind, such as streamlined support for a gNB co-located UPF, may be used for other use cases that require a local Connectivity Service.  
PDU connectivity service and network slicing are the mechanisms 3GPP has defined for 5G wireless communications with the hope and expectation that they will be adopted by a diverse set of industries with specialized communication needs.  IAB provides 3GPP with the opportunity to demonstrate the utility and adaptability of this approach by using it for backhaul transport via NR. 
Proposal 1: RN PDU Connectivity Services for backhaul hops should be studied further in the 3GPP IAB Study Item and included in the technical report.
3	Solution Summary
Use of RN PDU Session Connectivity services for backhaul hops has the advantage of simple standardization since the RN may behave as a “normal” UE that attaches to the network.  It gets allocated a UPF, attains connectivity over the BH hop and transports a desired application payload.  For clarity, an example configuration of IAB using RN connectivity services and network slicing is shown in figure 1 for the single hop case. This is an example which we believe can be supported without changes to the CN, and is shown to illustrate the principle attributes of the solution.  The specific configurations to be supported and the degree to which they must be standardized is FFS.   
The RN slice is indicated in red while the UE Access slice is indicated in blue.  A CU/DU split is used in both slices though that need not be required and in the case of multi-hop may not be desirable.   The RN slice uses a standard R15 system architecture.  Transport of UE Access Slice PDUs between the RN and Donor gNB is provided using three RN Slice PDU sessions, one for the Access UP (F1-U), a second for RN and UE (N1) signaling and a third for OA&M.  The RN Slice PDU Sessions are terminated respectively in UPF-1, UPF-2 and UPF3.  The access UP (F1-U) is aggregated across UEs into the RN PDU session terminating in UPF-1.  Similarly, the CP is aggregated across UEs into the RN PDU session terminating in UPF-2. 
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Figure 1: Example of IAB using PDU Connectivity Services and Network Slicing

3.1 Principle Characteristics 
The following attributes are based on the architecture and protocols defined in 3GPP Release 15
· RN PDU Sessions are of type “Ethernet”.   Ethernet is used between the RN UE and RN Slice UPF.  The RN connectivity service can in principle transport any Ethernet frame, including those carrying F1, N1, LTE (S1) and Wifi. It is FFS whether this is initially restricted to a subset of access options.
· The Access UE traffic is aggregated and carried over the RN PDU sessions
· RN UE slice is identified to the network with a S-NSSAI during General Registration, allowing for normal slice-based AMF, SMF and UPF assignment.
· RN UEs are “normal” UEs with a full protocol stack.  The F1-U or N3 (if no CU/DU split is preferred) GTP/UDP/IP packet produced by the Access RAN UP is the “Application” transported by the RN UE in Ethernet PDU sessions.
· After General Registration with successful completion of authentication, the RN UE sets up PDU sessions for IAB.   Separate Relay PDU sessions may be setup to transport signaling, UP and OA&M.   
· UPFs for the RN Slice, whether instantiated in a data center or located in a RN or Donor have minimal functionality.   The principle UPF function is forwarding of Ethernet PDUs.
· UPFs anchoring RN PDU sessions include their location in their registration with a Network Repository Function (NRF).  The SMF may select the UPF based on UE and UPF locations.   An NRF specific to the RN Slice may be used for this purpose.
· The same architecture may be used for in-band and out-of band IAB.  The structure of the RN PDU sessions is independent of lower layer coordination between access and backhaul, and of the frequency bands used.
· RN node mobility (alteration of tree hierarchy) is handled by normal handover of the RN UE. Support for this in the initial IAB release and possible enhancements are FFS.
3.2	Support for Multi-hop
For clarity, an example configuration for multi-hop IAB is shown in figure 2.  To avoid nested tunnels, each hop is a self-contained connectivity service between an RN UE and a UPF.  A CU/DU split is shown for access, and the Donor contains only the DU to maximize the degree to which functions are virtualized in the data center.  Note however that other options may be considered.  For example:
· The Donor may contain the RAN (CU+DU), or both the RAN and the UPF for the RN1 UE PDU Session.
· RN2 may contain the full RAN (CU+DU) for access.
The specific configurations to be supported and the degree to which they must be standardized is FFS.
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Figure 2: Multi-Hop Relay Example
With the configuration shown in the example, a node logically contains a RN UE + UPF + RAN (CU+DU).   Depending on the role of the node, in serving a UE or RN UE, one or more of these logical functions may be used:
· A node acting as a Donor for a RN need only use the DU to serve the RN.
· A node acting as a RN providing access to a UE uses the RN UE and DU functions to serve that UE.
· A node acting as a RN providing access to a RN UE uses the RN UE, UPF and RAN functions to serve that RN UE.
UPF selection within a RN may use the same mechanisms defined for 3GPP release 15 that enable local UPF assignment (see TS23.501, section 6.3.3).   Summarizing that process for the example IAB configuration in figure 2:
· Precondition: RN 1 UE has established a connectivity service for transport of Signaling to the CN through a DC UPF using the same mechanisms as an Access UE.
· RN 1 UPF registers with the NRF providing its location (RN 1 cell ID)
· NRF provides UPF information to SMF, including location
· RN 2 UE requests PDU session setup through RN 1 RAN.   RAN provides location (RN 1 Cell ID) with setup request.
· SMF selects UPF in RN 1 based on location information.
RN node mobility will be required, either in the initial release of IAB or in a subsequent release to allow dynamic changes to the network topology (tree or mesh structure).   For intermediate hops, this will require an enhanced mechanism for PDU session anchor relocation for Ethernet PDU sessions that is integrated with handover, and that minimizes or eliminates PDU session anchor relocation signaling with the CN.
The mechanism to support optimized PDU session anchor relocation for Ethernet PDU sessions is FFS.
4	Summary
This paper presents a description of how so called L3 relaying could be designed. Based on the discussion it is proposed to agree on the following observations and proposal:
Observation 1: PDU Connectivity Services have been defined by 3GPP to support the exchanged of PDUs with a UE, and network slicing has been defined to support use case specific customization of connectivity services.
Observation 2: The “Application” packet transported by a RN PDU Connectivity Service may be an N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1 or other packet, as the “Application” is transparent to the PDU Session.
Observation 3:  RN PDU Connectivity Service features standardized with IAB in mind, such as streamlined support for a gNB co-located UPF, may be used for other use cases that require a local Connectivity Service.  
Proposal: RN PDU Connectivity Services for backhaul hops should be studied further in the 3GPP IAB Study Item and included into the technical report.
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