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1   Introduction
At RAN2 NR Adhoc#2 meeting, RAN2 made the following agreements regarding the QoS operation in NR/NR DC.
	1. At SN addition and at new PDU session establishment then MN makes the decision which QoS flows are moved SN
2. Irrespective of which node makes the decision of where a QoS flow is mapped (to MN or SN) then RAN2 will aim that the RRC signalling is the same.
3. The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer)
FFS: Whether MN or SN takes the decision for flows being moved from SN to MN;

4. The SN can reject the addition of a QoS flow, and inform the MN
5. The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN.
FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.
6. The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.
FFS: If the case where mapping is not maintained can support lossless handover.

7. The SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN


At RAN2#99 meeting, some further conclusions have been made as below:

	1. SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move);

2. QoS flow level offloading between the MN and SN is supported in NR.


In this contribution, we intend to further discuss the DRB level offloading in NR DC especially focusing on the DRB management at the SN.

2   Discussion
2.1 DRB ID assignment
It is agreed that the SN may decide the QoS flow to DRB mapping potentially with the DRB reconfigurations procedure to setup the new DRB. For the DRB ID allocation, the coordination between the MN and SN is needed. For the MR DC, the following was agreed [3]. 
	Agreements
1. For MR-DC the DRB ID is uniquely assigned for one UE (independent of whether it is MCG or SCG DRB).

2. For EN-DC, MeNB assigns DRB ID.


Hence for the NR DC, the DRB ID should also be uniquely assigned for one UE.
Proposal 1: For NR-NR DC, the DRB ID is uniquely assigned for one UE (independent of the DRB type).

Regarding the DRB ID allocation at the SN, generally there are two options to coordinate the DRB ID assignment between the MN and the SN.

· Option 1: The MN is responsible for the DRB ID assignment at SN.
· The SN requests the DRB ID from the MN via the SN-initiated SN modification procedure. 
· Option 2: the SN maintains the available DRB ID pool assigned by the MN. If the SN decides to add a DRB, the SN selects the DRB ID autonomously from the available DRB ID pool.
· The MN notifies the initial available DRB ID pool to the SN upon the SN addition.
· If the available DRB ID pool is updated by the MN, the MN notifies the update result to the SN via the MN-initiated SN modification procedure.
· If the available DRB ID pool is updated by the SN, the SN notifies the update result to the MN via the SN-initiated MN modification procedure.
We prefer option 1 due to the following the reasons. 
· It is aligned with the LTE DC case and EN-DC case, where the MeNB assigns the DRB ID;

· It can avoid any possible race condition for DRB ID assignment between MN and SN;

Proposal 2: If the SN decides to use new DRB for QoS flow to DRB remapping, the SN requests the DRB ID from the MN.

Beside the DRB addition case, the SN may also decide to release the DRB for QoS flow to DRB remapping. In this case, the SN should notify the released DRB ID to the MN via the SN initiated SN modification procedure.

Proposal 3: If the SN decides to release DRB for QoS flow to DRB remapping, the SN notifies the released DRB ID to the MN.
2.2 Lossless DRB level offloading
It has been agreed that the lossless handover user plane procedure could be reused for DRB level offloading if the QoS flow to DRB mapping maintains. As discussed in [1] and [2], to guarantee lossless HO, even if the target gNB remaps a QoS flow from the original DRB to a new DRB, at least the PDCP SDUs of the concerned QoS flow that have been assigned PDCP SN but not acknowledged should be transmitted via the same DRB. This principle should also be applied to the DRB level offloading between MN and SN.
The timing to configure the new mapping between QoS flow and DRB for the UE is not critical. It can be configured by the target node upon receiving the request to offload the DRB or the target node may configure it later after the transmission of the forwarded PDCP SDUs with the associated SN from the source node has been finished. There is no essential difference between these two options, since either way can be treated as the intra-cell QoS remapping. Furthermore, to ensure lossless switch, those forwarded PDCP SDUs could be transmitted over the DRBs with the same DRB configuration and QoS flow to DRB mapping as source, while those forwarded SDAP SDUs could be transmitted in the new DRBs determined by the target gNB. 
Proposal 4: In order to guarantee lossless DRB level switch, those forwarded PDCP SDUs could be transmitted over the DRBs with the same DRB configuration and QoS flow to DRB mapping as source, while those forwarded SDAP SDUs could be transmitted in the new DRBs with new QoS flow to DRB mapping. 
2.3 DRB level offloading procedure
To support the case that target node maintains the QoS flow to DRB mapping configured by the source node for the DRB level offloading, it is natural that the source node needs to notify this mapping to the target node. 

For the DRB level offloading from MN to the SN, to enable the SN to conduct the DRB reconfiguration, the QoS parameters of the individual QoS flows should also be provided to the SN. The QoS parameters should be contained in the Xn message. The details could be decided by RAN3. 

Further in LTE, the E-RAB ID is used as the identifier to bind the E-RAB level QoS parameters in the X2 message and the DRB related configurations in the container. Similarly the QoS flow ID can indicate the binding between the QoS flow level parameters and the DRB configuration in the container over Xn interface. 
Proposal 5: For the DRB level offloading, the source node shall transfer the mapping between QoS flows and DRBs to the target node, and the QoS flow ID is used to bind the QoS parameters and the DRB configurations.
3   Conclusion
In this document, we discuss the DRB management by the SN, and have the following proposals.
Proposal 1: For NR-NR DC, the DRB ID is uniquely assigned for one UE (independent of the DRB type).

Proposal 2: If the SN decides to use new DRB for QoS flow to DRB remapping, the SN requests the DRB ID from the MN.

Proposal 3: If the SN decides to release DRB for QoS flow to DRB remapping, the SN notifies the released DRB ID to the MN.
Proposal 4: In order to guarantee lossless DRB level switch, those forwarded PDCP SDUs could be transmitted over the DRBs with the same DRB configuration and QoS flow to DRB mapping as source, while those forwarded SDAP SDUs could be transmitted in the new DRBs with new QoS flow to DRB mapping. 
Proposal 5: For the DRB level offloading, the source node shall transfer the mapping between QoS flows and DRBs to the target node, and the QoS flow ID is used to bind the QoS parameters and the DRB configurations.
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