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1 Introduction
In RAN2#99 meeting, the following agreements have been achieved: 
Agreements

1
We will not support MAC CE activation/deactivation of duplication within LTE MAC.

2
We will not support the CA duplication in LTE 

3
CA duplication is supported for all non-split UM DRBs if the bearer uses NR-PDCP, for all architecture options (apart from cases excluded by 1 and 2)

FFS: for AM DRBs and SRBs

4
DC duplication is supported for all split DRB and SRBs if the bearer uses NR-PDCP, for all architecture options
Agreement:

Priority in user plane session for addressing the stage 3 details:

1: UM for DRBs with CA and DC duplication; SRBs (AM) with DC duplication; 

2: SRBs (AM) with CA duplication

3: AM for DRBs with DC duplication

4: AM for DRBs with CA duplication
According to these agreements, we further raise an issue on packet duplication in RLC AM mode and propose potential solutions in this contribution.
2 Discussion
When packet duplication is enabled, each PDCP PDU is duplicated and then transmitted via both legs. Since the PDCP PDUs delivered to each leg is scheduled and transmitted independently, sometimes a packet succeeds to be received via one leg but the corresponding duplicated packet may fail in the other leg. Due to lack of information exchange between the two legs, the RLC entity in the “failed” legs configured with RLC AM mode will keep performing the ARQ function even if the duplicated PDU has been received via the other leg. 
For one case showed in Figure1, the packet after duplication is successfully received via leg1 but fails in leg2, and both legs are configured with RLC AM mode. In other words, the PDCP entity in MgNB has received the PDCP PDUwhile the receiving RLC entity in leg2 is not aware of this situation. In this case, the RLC entity in leg2 will trigger the tatus Reportto request the unnecessary retransmission of the lost RLC PDU. This will cause resource inefficiency as well as blocking the subsequent RLC PDU transmission as AM RLC entity prioritizes the retransmission over the new transmission. This will further aggravate non-equalizing speed for duplicated transmission on two legs. What is worse, it may increase the possibility of RLC transmission failure, i.e. RLC retransmission reaching the maximum number. 
For another case, if the transmission speed is quite different, one of the duplicated packets via one leg maybe received much earlier than the other one. Consequently, the transmission on the other leg is unnecessary and may cause non-synchronization between two RLC entities.  
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Figure1 Duplication in RLC AM mode
Observation: Transmission of the duplicated packet that has already been acknowledged by the other RLC entity will cause resource inefficiency, aggravate non-equalizing transmission speed and increase the possibility of RLC failure. 
To solve this problem, the key point is to make one leg aware of the successful packet reception via the other leg and exclude the corresponding RLC SNs from the Status PDU. Therefore, three potential solutions are given below. 

Option 1: The transmitting RLC entity of the failed leg gets the information about the successful transmission of a packet from the transmitting RLC entity in the successful leg or from the transmitting PDCP entity, and informs the receiving RLC entity of the failed leg. 
When the duplicated PDCP PDU is transmitted via two legs, if the RLC SDU in one leg is acknowledged by its receiving RLC entity via status reporting but its duplicated transmission fails in the other leg, then the information of the successful RLC SDU can be informed to the transmitting RLC entity of the failed leg. When the transmitting RLC entity receives a status report with lost RLC SNs from its receiver, it can send the successful RLC SN information to the receiver indicating those packets are successfully transmitted via the other leg instead of retransmitting them. The transmitting RLC entity can also send the successful RLC SN information to the receiver in an active way soon after it gets the information. 
Option 2: The receiving RLC entity pushes the lower edge (i.e. RX_Next) of the receiving window based on the PDCP SN gap measured at the receiving PDCP entity. 

In option 2, the receiving PDCP entity should measure the gap between the last PDCP SN received from primary RLC entity and the last PDCP SN received from the secondary RLC entity. The slower RLC entity can push the lower edge of the receiving window by the length of the gap, as the PDCP PDUs corresponding to those skipped RLC SNs have already been received by the faster RLC entity.

Option3: The receiving RLC entity in the failed leg is informed of the information about the successfully transmitted PDCP PDU by the receiving RLC entity of the successful leg. 
The problem for option 3 is that the receiving RLC entity in the failed leg is not aware of the mapping between RLC SN and PDCP SN, even if it can be informed by the other leg that a PDCP PDU with a PDCP SN has been successfully received. One way for option 3 is to make the RLC SNs in the two legs aligned for a same PDCP PDU, and the successful leg can inform the RLC SN of the successfully transmitted PDCP PDUs to the other leg. When the receiving RLC entity in the failed leg gets the information, it should consider these RLC SNs successfully received and not include these RLC SNs into the RLC Status PDU.     
We give a comparison of the three options in the following table. 
Table 1. Comparison among three options
	
	Option 1
	Option 2
	Option 3

	Entity involved 
	Transmitting PDCP/RLC  Receiving RLC
	Receiving RLC
	Receiving RLC

	Signalling overhead
	Signalling over Uu and Xn 
	Signalling over Xn
	Signalling over Xn

	Other limitation
	
	
	Keep RLC SN aligned in both legs


As option 3 requires RLC SNs in the two legs aligned while RAN2 already agreed that the SNs of the two RLC entities are independently managed, this option is not preferred. Therefore, both option 1 and option 2 can be considered.
Proposal: When packet duplication is configured for a bearer with RLC AM, RAN2 can consider the following two options for RLC optimization:

· Option 1: the transmitting RLC entity of one leg gets the information whether a PDCP PDU has already been successful transmitted by the other leg, and informs its receiving RLC entity of the successfully received SNs. 
· Option 2: the receiving RLC entity pushes the lower edge (i.e. RX_Next) of the receiving window based on the PDCP SN gap measured at the receiving PDCP entity. 
3 Proposals
Based on the discussion in this paper, we have the following observation and proposal:

Proposal: When packet duplication is configured for a bearer, RAN2 can consider the following two options for RLC optimization:

· Option 1: the transmitting RLC entity of one leg gets the information whether a PDCP PDU has already been successful transmitted by the other leg, and informs its receiving RLC entity of the successfully received SNs. 
· Option 2: the receiving RLC entity pushes the lower edge (i.e. RX_Next) of the receiving window based on the PDCP SN gap measured at the receiving PDCP entity. 
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