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1 Introduction
This paper is a resubmission of R2-1705519.

The support of short turn-around times between grant reception and UL transmission have been introduced for NR [1]. In addition, the size of the slot changes with the numerology. It is likely that operation in the mm-wave spectrum will require the use of higher subcarrier spacing (≥ 60kHz) than LTE, which would lead to a shorter slot (≤ 0.125ms) [2]. As a result, the turn-around time reduces further while the amount of data to process goes up as higher data rates are targeted. This introduces significant processing requirements for the UE leading to increased power consumption. 

In this contribution, we look at ways to reduce the processing impact of the uplink transport block (TB) creation. We focus on the logical channel prioritization (LCP) procedure that dominates the L2 processing of the uplink TB. 
2 Logical channel prioritization in LTE
The LCP mechanism in LTE is based on a token bucket model. A token bucket (Bj) is maintained for each logical channel j. Every TTI, a token (PBR) is added into the bucket until the bucket is full. When data is transmitted from a logical channel, the corresponding number of tokens is removed from the bucket.
[bookmark: _Ref469649501][image: ]
[bookmark: _Ref470260925]Figure 1: Logical channel prioritization example in LTE
In the example shown in Figure 1, we have three logical channels, with priority order LC1 > LC2 > LC3. All logical channels have more data than Bj available for transmission. When resources are allocated for transmission, each logical channel is served in order of priority (steps 1, 2 and 3 shown) up to around Bj taking care not to segment a MAC SDU. Bj is reduced by a corresponding amount. Once all logical channels have been served up to Bj, remaining data from the logical channels are transmitted in order of priority, shown as steps 4 and 5. 
The LCP calculations are such that a logical channel is handled in two stages. In the first stage (steps 1-3), the UE tries to meet the QoS requirement for the channel, while avoiding segmentation as far as possible. In the second stage (steps 4-5), the UE multiplexes channels according to their priority. These calculations are tightly linked to the size of the grant and cannot be carried out until the grant is known.
Observation 1: The complexity of LCP in LTE makes it challenging for NR scenarios.
3 Logical channel prioritization in NR
In this section, a couple of alternatives to the LTE LCP mechanism are explored.
3.1 Single-shot LCP
The LTE LCP mechanism attempts to maintain PBR every TTI. However, the aim of QoS maintenance for a radio bearer should be that PBR is maintained on average rather than every TTI. Easing this requirement in NR allows us to explore simpler LCP mechanisms that could: 
· handle a logical channel in a single stage;
· decouple the calculations from the size of the grant, such that data can be prepared offline.
Here we describe an LCP algorithm where similar to LTE, Bj is maintained for various logical channels, and is decremented by the amount of data served in a TTI. The difference from LTE is that serving a logical channel involves transmitting all available data on the logical channel, limited only by the size of the grant. As a result, a logical channel is served in a single step.
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[bookmark: _Ref469904172]Figure 2: Single-shot LCP with three logical channels
Figure 2a depicts a case where three logical channels are to be multiplexed, with priority order LC1 > LC2 > LC3. All three logical channels have positive Bj values. When LC1 is served (step 1 shown), all data on LC1 is placed into the transport block irrespective of value of BLC1. BLC1 is subtracted by the amount of data served and becomes a fairly negative value. LC2 is served (step 2) similar to LC1. When LC3 is served (step 3), only part of the data on the channel can fit into the grant. One potential segmentation of a MAC SDU from LC3 would take place here.
Figure 2b depicts a similar case as Figure 2a, except that LC1 now has a fairly negative BLC1 value. Logical channels with positive Bj values, i.e. LC2 and LC3 are served in priority order followed by LC1 (due to its negative BLC1 value). All the data on LC2 and LC3 fit into the grant. Part of the data from LC1 fits into the remaining grant (step 3 shown) and a potential segmentation of a MAC SDU from LC1 would take place.
3.2 Priority based LCP
Another alternative to the LTE LCP mechanism is the use of a priority based algorithm, without the use of the PBR concept. Figure 3 illustrates the working of a priority based LCP algorithm. When a grant is available, all data on a higher priority logical channel is transmitted prior to serving lower priority channels. 
With a strict priority based multiplexing mechanism, the QoS characteristics of different logical channels are always respected, i.e. higher priority data is always transmitted with preference over data with lower priority characteristics. The token bucket based PBR mechanism skews the priority of data transmission, with lower priority data pre-empting the transmission of higher priority data. 
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[bookmark: _Ref481071236][bookmark: _Ref481071231]Figure 3: Priority based LCP for three channels
The token bucket mechanism was introduced to prevent starvation of lower priority channels. However, with higher data rates targeted for NR, the probability of starvation of a low priority logical channel would reduce. As a result the need for a minimum bit-rate in NR is less apparent.
4 Comparison of proposed LCP mechanisms
4.1 Implementation complexity
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[bookmark: _Ref480883451]Figure 4: Comparison of steps involved in LCP
Figure 4 illustrates the differences in computational steps between LTE LCP, single-shot LCP and priority based LCP. In comparison with LTE LCP, fewer steps are involved in single-shot LCP, leading to lower computation requirements. On comparing the profiling results of LTE and single-shot LCP mechanisms, it was seen that LTE LCP takes 16% more time than single-shot LCP.
Priority based LCP has the least computational requirements as a result of its simplicity. The simplicity of the priority based LCP mechanism lends itself to hardware based implementations. This would be key to achieving the low latency requirements of NR.
4.2 Accuracy
To check the efficacy of the alternative algorithms, we compared single-shot and priority based LCP performance with  the LTE LCP algorithm using the scenarios defined under section 7.1.4.3 of 36.523-1 [3].
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[bookmark: _Ref481074248]Figure 5: Comparison of single-shot, priority based and LTE based LCP with test 7.1.4.3
Some of the results of the comparison can be seen in Figure 5, with data transmitted per logical channel plotted over the duration of each test run. 
· Single-shot LCP: For all four runs, the results at the end of the test are the same for LTE LCP and single-shot LCP. As the test only checks the data transmitted by the end of the test, single-shot LCP passed the LTE conformance test.
· Priority based LCP: Priority based LCP passed 3 out of 4 runs, failing run3 of the test (shown in Figure 5). This is because priority inversion takes place in LTE as a result of the PBR mechanism for this run. For priority based LCP, no priority inversion occurs and data from LC2 is served before lower priority LC3. 
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[bookmark: _Ref470011611]Figure 6: Comparison of LTE LCP at 1ms rate and single-shot LCP at 0.125ms rate
In Figure 5 it can be seen that the single-shot LCP is, in effect, a coarse variant of LCP in LTE. As the TTI duration reduces, i.e. with different numerology, this coarseness of the algorithm reduces. To illustrate this, a test was run based on the same scenario 7.1.4.3. For the reference LTE LCP, the test was run with the duration between grants reduced to 1ms. For single-shot LCP, the test was run with duration between grants reduced to 0.125ms and the grant size reduced by 1/8th of the grant in the LTE case. The results can be seen in Figure 6, where the single-shot LCP performs similar to LCP in LTE.
To compare the QoS maintenance of single-shot LCP over the long term, another simulation was run with similar logical channel settings as test 7.1.4.3 but with infinite amount of data available on each of the channels. A periodic grant of 1200 bytes was provided every 10ms. The results in Figure 7 show that QoS is maintained on average over time. It can also be seen in Figures 5 and 7  that starvation of lower priority channels does not occur over time.
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[bookmark: _Ref469913954]Figure 7: Comparison of LTE LCP and single shot LCP over time
4.3 Real-time processing impact
With single-shot LCP and priority based LCP, all the data on the logical channel is transmitted when served. This makes the preparation of data for transmission independent of the grant reception. Prior to grant reception, the order in which logical channels are to be served is known. Once the grant is received, the only decision to be made in real-time is whether segmentation needs to take place or if padding needs to be added at the end of the transport block depending on the size of the grant.
Observation 2: Single shot LCP has lower processing requirements, satisfies QoS requirements, converges to LTE LCP with smaller TTIs, does not lead to starvation, and enables offline LCP processing
Observation 3: Priority based LCP has very low processing requirements making it hardware friendly, does not lead to priority inversion of data and enables offline LCP processing
5 Conclusions
In this contribution, we have discussed the impact of logical channel prioritization on NR and have put forward an alternative to mitigate its impact on the UL turn-around time. The observations we make are:
Observation 1: The complexity of LCP in LTE makes it challenging for NR scenarios.
Observation 2: Single shot LCP has lower processing requirements, satisfies QoS requirements, converges to LTE LCP with smaller TTIs, does not lead to starvation, and enables offline LCP processing
Observation 3: Priority based LCP has very low processing requirements making it hardware friendly, does not lead to priority inversion of data and enables offline LCP processing
We would like to propose that:
Proposal 1: If PBR is seen to be needed for NR, RAN2 is requested to consider an LCP design that maintains PBR on average rather than attempting to meet PBR every TTI
Proposal 2: If PBR is not needed for NR, RAN2 is requested to consider a simpler priority based LCP design 
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