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Introduction
The need for PRACH partitioning to achieve resource isolation between network slices was recently brought up in the email discussion [1]. In this contribution, we elaborate further on the answer provided in the email discussion and argue why PRACH partitioning should generally be avoided.
Discussion
By PRACH partitioning we mean that separate PRACH resources (separated either in the time, frequency or preamble domain) are assigned to different slices/services. The main motivation for applying PRACH partitioning is to ensure isolation between slices, i.e. to guarantee that users with low delay and high reliability requirements can access the system without being delayed by best effort traffic.
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Since PRACH resources are limited, care must be taken when configuring and partitioning these for various purposes. For instance, partitioning the preambles into many small groups may lead to that the probability for preamble collision increases. The same is true if not enough PRACH radio resources are configured. On the other hand, over-provisioning of PRACH radio resources comes with the price of less radio resources available for data transmission and very high computational complexity for PRACH preamble monitoring. This means that PRACH resource partitioning should be used with care and only be applied when it is necessary.
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[bookmark: _Toc481677138][bookmark: _Toc481677244][bookmark: _Toc481677924][bookmark: _Toc481678481][bookmark: _Toc485395272]The total amount of PRACH resources is limited since adding more PRACH resources implies less radio resources available for data transmission and increases the computational complexity on the network side. 
In our view access barring should be the primary mechanism to prevent RACH overload and ensure isolation between slices (see [2] for further details on how access barring can be applied for slicing). Although access barring is inheritably a bit slow since it can only be applied after the congestion is detected. The other overload mechanisms, such as RA backoff in MAC, suffer from the same problem but their reaction time is slightly improved since they do not require SI to be updated when they are applied. 
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Separate PRACH resources will likely only be required in very special cases, e.g. for certain NSPS services or URLLC applications, where the other overload mechanisms (access barring, RA backoff, …) are either too slow and/or do not provide sufficient isolation.
[bookmark: _Toc481673580][bookmark: _Toc481673746][bookmark: _Toc481676053][bookmark: _Toc481677247][bookmark: _Toc481677927][bookmark: _Toc481678484][bookmark: _Toc485395275]PRACH partitioning should only be supported in Rel-15 if it is shown that the delay and isolation requirements cannot be met with the existing overload mechanisms (access barring, RA backoff, etc).
If PRACH partitioning is agreed to be supported in NR, then we should consider a solution which does not require broadcasting of different SI per “slice type” or “service type”. One option would be to broadcast only a default/common PRACH configuration and then, if needed, provide the slice-specific configuration using dedicated signalling after the initial access.  In [3] we outline a general solution for how SI can be provided via dedicated signalling and which can be used for this purpose.
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Conclusion
In this contribution, we discussed the need for separate PRACH resources for network slicing. In section 2 we made the following observations:
Observation 1	The main motivation for using PRACH partitioning is to ensure isolation between different network slices.
Observation 2	PRACH partitioning is inefficient as typically some of the PRACH resources will be overutilized (resulting in more collisions) while others are underutilized.
Observation 3	The total amount of PRACH resources is limited since adding more PRACH resources implies less radio resources available for data transmission and increases the computational complexity on the network side.
Observation 4	If PRACH partitioning should be supported, it is beneficial if the slice-specific PRACH configuration can be provided via dedicated signalling to reduce the amount of broadcasted system information.

Based on the discussion in section 2 we propose the following:
Proposal 1	Access barring should be the primary mechanism to prevent RACH overload and ensure isolation between slices. Other mechanisms such as RA backoff could also be considered.
Proposal 2	PRACH partitioning should only be supported in Rel-15 if it is shown that the delay and isolation requirements cannot be met with the existing overload mechanisms (access barring, RA backoff, etc).
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