
3GPP TSG RAN WG2 Meeting Ad Hoc  

R2-1700225
Spokane, USA, 17th – 19th January 2017

Source:
CATT


Title:
Consideration on RAN slicing support
Agenda item:
3.5

Document for:
Discussion & Decision

1. Introduction
In the RAN#71 meeting, the SID “Study on New Radio Access Technology” was approved. One of the objectives in the SID is as following:
· Study and identify specification impacts of enabling the realization of Network Slicing [in co-operation with SA2] [RAN2, RAN3]; 
Besides SA2 #118 made the agreement on the network slicing and related terminologies were also defined. 
In this contribution, analysis on enabling network slicing in RAN is given. We first discuss our understanding on the concept of network slicing and try to give a whole picture on this issue, and in the following sections we discuss our considerations on the issues of Network Slice selection, implementation of Network Slicing in RAN and radio resource sharing between Network Slices. 
2. Discussion
2.1. Our understandings on RAN slicing 

Some categories of RAN slice instance elements are envisioned for support in RAN, which are a) enhanced MBB slice instance; b) Massive MTC slice instance; c) Critical MTC slice instance. Etc. It is also possible an established RAN slice instance consists of several categories of RAN slice instance elements combination. 
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Figure1. Illustration of network slicing concept

As illustrated in figure1, our understanding is that each network slice can be regarded as a full-fledged logical network, which can be created dynamically to meet special business requirements. Each network slice holds a collection of both CN network functions (NFs) and RAN network functions (NFs), which can be flexibility configured on the physical resource layer.
Another essential purpose of network slicing is to do agile physical resource sharing between network slices and meanwhile keeping isolation between logical network slices from negative impacts incurred by one another. So it’s important for RAN to form some consensuses on What and How RAN physical resource sharing are achieved between network slices, and in the context of RAN the physical resource sharing involves; 
a) Radio resource (radio resource in both frequency domain and time domain); 
b) RAN infrastructures (RAN entities like RACH, TRP, numerology etc.).
Observation1: RAN slice instance is the abstraction of a combination of radio resource, RAT and RAN infrastructures. 
Observation2: RAN slice instance can be created to support one specific service type or multiple service type combination. 
Observation3: One RAN slice instance can be dedicated for one Network Slice or shared by multiple Network Slices.

2.2. Considerations on RAN Slice instance selection  
According to agreement on network slice selection in SA2, RAN needs to do the selection of CN entities. But RAN is not involved in the CN slice selection. The CN slice is selected by the NSSF in CN. The RAN selects the CN entity according the NSSAI in RRC. CN selects the CN slice instance according the NSSAI in NAS.
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 Figure2
In RAN, the slice design may be different from CN and may be base on the RAN characteristics. The RAN slice may configure as statics or dynamic. The update is required when the slice configuration changed. So if link the RAN slice to CN slice, the mapping relationship requires frequent maintenance. We suggest that RAN network slice configuration and CN network slice configuration may not be visible to one another. 

As SA2 agreement, CN selects the CN slice instance. RAN determines how to select the RAN slice instance. 
We suggest that the study on how to select the RAN slice should focus on the below aspects: 

· How to identified one RAN slice instance. May be a set of parameters or one ID like RNC ID
· Will the NSSAI be used to select the RAN slice instance, if no, what kind parameter can be used?
· If use NSSAI for the slice selection, how to match the NSSAI to Slice identifier?
· How to select multiple slices? If one NF in RAN like as NSSF for the multiple slice selection 
· How to do slice reselection?
Proposal1:  Discuses how RAN selects RAN slice instance.
2.3. RAN slice instance and network functions (NFs) 
If a RAT is designed for a specific service type and corresponding to some specific transmission characters, (e.g. similar with what we do in NB-IoT), this RAT itself be regarded as the RAN part of a network slice. On the other hand, if a RAT is designed to satisfy multiple types of service requirements, we suggest that a RAN slice instance could consist of a collection of network functions and resources. Different Network Slices could include same network functions and share resources in RAN. Then in RAN group, we could subdivide and investigate essential functions and technologies, and combine them for a network slice as needed.
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Figure3. Illustration of implementation of Network Slice in RAN
Proposal2: Supports both RAT specific implementation of RAN slice instance and combination of functions and resources from function pools to implement RAN slice instance.
2.4. Radio resource sharing between Network Slices
Radio resource sharing technology is the key enablers to achieve high resource efficiency and meanwhile to isolated network slices from one another (e.g. the air interface congestion of one network slice should not negatively affect other network slices). We envisage three possible schemes to achieve radio resource sharing between network slices, which are, 
a) Static radio resource separation; 
b) Semi static radio resource separation; 
c) Dynamic radio resource sharing.
In the scheme of static radio resource separation, the frequency resources (e.g. subcarriers) or time resources (e.g. time slots) are statically allocated to one specific network slice. Each network slice last a long time once it is configured, and UEs can access the target network slice according to pre-configured radio resource and RATs information. Since each network slice is independent from one another, network slices can be devised to work in standalone manner.
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Figure4. Static radio resource separation between network slices
In the scheme of semi static radio resource separation, the frequency resources (e.g. subcarriers) or time resources (e.g. time slots) are semi statically allocated to one specific network slice, e.g. the bandwidth and/or time slots occupied by each network slice can vary from base station to base station and/or from time to time. In such a case, a more flexible mechanism can be devised to help UEs to determine the radio resource and RATs information of the target network slice. 
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Figure5. Semi static radio resource separation between network slices

In the scheme of dynamic radio resource sharing, the frequency resources (e.g. subcarriers) or time resources (e.g. time slots) are dynamically shared between network slices, e.g. the bandwidth and/or time slot occupation is determined by real time packets arrival condition of network slices, a common scheduler of network slices is assumed to achieve such dynamic effect and to take the response to guarantee the fairness between network slices. And if different categories of network slices (e.g. combination between eMBB, mMTC and cMTC) do not share a common design in physical layer, it is questionable whether such dynamic scheme can realize between network slices of different kinds.
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Figure6. Dynamic radio resource sharing between network slices

Proposal3:  Discusses potential radio resource sharing schemes and scenarios between network slices for further study.
3. Conclusion

According to the observations and analysis on the potential issues of enabling Network Slicing in RAN, we suggest RAN discussing the following proposals.
Observation1: RAN slice instance is the abstraction of a combination of radio resource, RAT and RAN infrastructures. 

Observation2: RAN slice instance can be created to support one specific service type or multiple service type combination. 

Observation3: One RAN slice instance can be dedicated for one Network Slice or shared by multiple Network Slices.

Proposal1:  Discuses how to RAN select RAN slice instance.
Proposal2: Supports both the manners of RAT/RIT specific implementation of RAN slice instance and combination of functions and resources from function pools to implementation of RAN slice instance.
Proposal3:  Discusses potential radio resource sharing schemes and scenarios between network slices for further study. 
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