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Introduction
[bookmark: _Ref178064866]In last RAN2 meetings, leg broken issue and cross-leg retransmission solutions have been mentioned, especially in high frequency case. Some companies think that, in a multi-connectivity configuration, in case of a leg failure, recovery via another leg can be achieved based on the local feedback from RLC to PDCP, e.g. flow control information like in the current DC scenario.
In this contribution, we give some detailed analysis and comparisons about central ARQ and flow control feedback, then give our proposals accordingly.
Discussion
In 5G scenarios, in order to achieve the extra high data rate requirement, small node deployment with high frequency is a promising solution. But the propogation of high frequency is not stable. Dual or multiple connectivity can solve part of leg-broken issue caused by high frequency blockage. The current DC 3C architecture is one of potential architectures to support 5G dual or multiple connectivity. In current DC, there are flow control mechanisms between MeNB and SeNB. The information that is exchanged between these two nodes may have the format like following:
	Bits 
	Number of Octets 

	7 
	6 
	5 
	4 
	3 
	2 
	1 
	0 
	

	PDU Type (=1) 
	Spare 
	Final Frame Ind. 
	Lost Packet Report 
	1 

	Highest successfully delivered PDCP Sequence Number 
	2 

	Desired buffer size for the E-RAB 
	4 

	Minimum desired buffer size for the UE 
	4 

	Number of lost X2-U Sequence Number ranges reported 
	1 

	Start of lost X2-U Sequence Number range 
	4* (Number of reported lost X2-u SN ranges) 

	End of lost X2-U Sequence Number range 
	

	Spare extension 
	0-4 



The field of “Highest successfully delivered PDCP Sequence Number” can somehow reflect the transmission status in the other leg. But it can not be directly used for cross-leg retransmission. The MeNB can not exactly know the detailed failure status in the SeNB. Furthermore the frequentness of information exchanging is left to the implementation. Therefore, given the expected abrupt channel variations (30+ dB in few tens of ms) it is another problem whether MeNB can get the broken status in the SeNB in time and react for this.
On the other side, if RLC ARQ can locate in the central unit, this central RLC ARQ can get the real-time transmission status and ARQ ACK situation. When the first leg that transmited one RLC PDU for the first time is broken or has bad link quality, central RLC ARQ entity can know this status and route the retransmission PDU to the other leg for the greater probability of success and the higher spectrum efficiency. The following figures give an illustration.


The followings further compare these two mechanisms from several aspects:
Behaviours when one leg is broken
In the legacy DC 3C architecture like above left figure, each leg has separate RLC entity and ARQ function. When link quality of one leg becomes poor, ARQ retransmission will only happen in the same leg. If the blockage of link persists for more than ARQ  retransmission maximum delay, e.g. ARQ RTT * maximum ARQ retransmission number = 200ms * 4 = 800ms, some report like leg level RLF will be sent to the central unit . Then the central unit may react for this situation, e.g. release the broken leg. In high frequency case, sudden blockage for several second can not be avoided. Hence high frequency link will be released and added alternately. The central unit may be made aware of an issue in the leg before reaching the maximum ARQ retransmissions from the flow-control feedback. However, as discussed above, how fast the central unit can react to this information source depends on the feedback period and does not allow the CU to identify which PDUs were lost, only the last successfully received. In case many PDUs have been forwarded to the DU following this last PDU, all of them need to be re-routed to another leg by PDCP, which can be both slow and not spectral efficient.
On the contrary, in the central RLC ARQ architecture like above right figure, there is a central RLC ARQ function located in CU or UE. The first transmission can be based on the flow control information to choose a quick route. And the retransmission can also choose a most suitable leg from several legs. For example, if the link quality of initial leg is not so good, a better leg can be chosen and the retransmission PDU can be inserted in the header of transmitting buffer because of higher priority of retransmission PDU. Hence this retransmission PDU can be sent out quickly with higher spectral efficiency and greater success probability than the initial leg. When the leg is in broken case, the leg can be treated like temporarily suspending. After recovery the link will go back to work. No Uu signaling reconfiguration procedure is needed. 
Observation1: Central RLC ARQ can better deal with the leg broken situation especially for high frequency case.
In the following part, we give some further analysis and comparisons from the perspectives of signaling overhead, system efficiency and users’ experience.
Signaling Overhead
From the perspective of flow control information exchanging, periodic or event-triggering status report may be needed in both architectures. In order to select the best route, average link quality report can be used as an enhancement. The event trigger based on the thresholds is an effective method. And per UE level quality report can be piggybacked along with any data. 
From the perspective of Uu signaling overhead, when DC 3C architecture is used in a high frequency case, reconfiguration of leg deletion and addition can not be avoided. 
Observation2: From signaling overhead point of view, DC 3C architecture will introduce higher Uu signaling overhead especially for high frequency case.
System efficiency
Central RLC ARQ architecture can choose a better link for retransmission. However DC 3C architecture can only use the same leg as the initial transmission to retransmit. When ARQ retransmission occurs, there is a big probability link is in poor condition. Hence dynamic routing mechanism for retransmission can bring higher system efficiency than DC 3C arthitecture.
Observation3: In central RLC ARQ architecture, dynamic routing mechanism for retransmission can bring higher system efficiency than DC 3C architecture.
Users’ experience
For users’ experience, dynamic routing mechanism of retransmission can bring a shorter retransmission delay and a higher success probability. And for leg broken situation, with DC 3C arthitecture UE will suffer a long time of data interrupt because if the broken leg has some unsuccessful PDU, all subsequent PDUs can not be sent to the application layer with the requirement of in-sequency delivery. Until the reconfiguation completes, e.g. deleting broken leg and switching to another leg, UE cannot recover high data rate. On the contrary, with central RLC ARQ UE can always maintain a high data rate experience and perceive no interruption especially in high frequency scenarios.
Observation4: Central RLC ARQ architecture can guarantee a better user’s experience of stable high data rate.
Based on the above comparisons, we propose:
Proposal1: It is proposed that central RLC ARQ architecture can be considered as a multiple connectivity architecture especially for high frequency scenarios.
Conclusion
Based on the discussion in section 2,we have the following observations and proposal:
[bookmark: _In-sequence_SDU_delivery]Observation1: Central RLC ARQ can better deal with the leg broken situation especially for high frequency case.
Observation2: From signaling overhead point of view, DC 3C architecture will introduce higher Uu signaling overhead especially for high frequency case.
Observation3: In central RLC ARQ architecture, dynamic routing mechanism for retransmission can bring higher system efficiency than DC 3C architecture.
Observation4: Central RLC ARQ architecture can guarantee a better user’s experience of stable high data rate.
Based on the above observations, we propose:
Proposal1: It is proposed that central RLC ARQ architecture can be considered as a multiple connectivity architecture especially for high frequency scenarios.
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