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1 Introduction
In RAN2#96, it was agreed as a working assumption that NR user plane will not support concatenation in the RLC layer. Instead, the concatenation functionality will be performed at the MAC layer as described in [1], which means that each PDCP SDU will be associated with its own PDCP, RLC header, and MAC headers. 

The topic of maximum supported PDCP SDU size was discussed in RAN2 #64bis [2] during Release 8, and a value of 8188 octets was selected in subsequent Releases. We raise this issue again in NR to address the much higher peak data rates, especially for DL (20 Gbps). For reasons that are discussed in greater detail below, the use of larger packet sizes has been recognized to be beneficial. We expect that in NR the trend would be to use larger packets. For example, some operators[4] are already requiring the use of larger PDCP SDUs, and some network vendors already support so-called “jumbo frames” [3].

In this contribution, we first discuss some benefits of supporting larger PDCP SDU size, and discuss the related impact, at a high level.
2 Discussion
In this section, we discuss some benefits of supporting jumbo frames in the NR PDCP layer based on the working assumption that RLC concatenation is not supported in NR. Note that in this contribution the term jumbo frames is used to denote PDCP SDUs whose size is larger than that of a “normal” IP packet (i.e., 1500 bytes due to Ethernet payload size limits). We use 9K bytes and 64K bytes as examples.

Network load reduction: Using jumbo frames results in fewer packets being generated per unit time, compared to using normal sized packets. Network components (including UEs) are typically quite sensitive to the packet processing rate and significant benefit, in terms of CPU MIPS demand, is expected, from reducing the number of packets. As a matter of fact, mechanisms like GSO (generic segmentation offload)/GRO (generic receive offload) are already deployed in the Linux kernel [5] to mimic the use of jumbo-sized packets.

Observation 1: Using jumbo frames results in fewer packets which implies reduced load on CPU and slower consumption of PDCP SN space.

TCP ACK reduction: Since TCP ACK generation rate depends on the number of received TCP data segments, the use of jumbo frames results in fewer number of TCP ACKs being generated. For example, if we assume that the size of a TCP ACK is 44 bytes, then for a DL rate of 20 Gbps, the UL rate required to carry TCP ACKs drops from 587 Mbps (for 1500 byte size packets) to 98 Mbps (9KB) and 14 Mbps (64KB) for jumbo frames as shown in Table 1.

	IP packet size (in bytes)
	Required UL data rate for TCP ACKs

	1500 
	587 Mbps

	9K
	98 Mbps

	64K 
	13.75Mbps


[bookmark: _Ref471378838]Table 1:  Required UL data rate for TCP ACKs for 20 Gbps DL
Observation 2: The use of jumbo frames significantly reduces the network resources required for supporting TCP ACKs. Such saving is particularly relevant for the high DL dates in NR.
TCP performance: Jumbo frames can help accelerate the growth of Initial Congestion Window (ICW). When a TCP sender starts transmitting, the ICW used is based on the guidelines specified in RFC 5681 [5]. According to this RFC [6], the ICW for a 9000 byte Maximum Transmission Unit (MTU) connection will be set to the size of two segments (18,000 bytes). The ICW for a 1500 byte MTU connection is set to three segments (4,500 bytes). Hence jumbo frames result in better performance during the slow-start phase of TCP.
In a published study [7], the use of jumbo frames has been shown to result in a reduction in download time of more than 40% for a 1MB file if MTU size is increased from 1500 to 9000 bytes. For smaller files the gain is even larger. 
Observation 3: TCP performance improves with the use of larger MTU (jumbo frames). 
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Figure 1:  The growth rate of 1500 byte and 9000 byte Transmission [6]
Protocol overhead: Table 2  compares the protocol overhead when using normal IP packet and jumbo frames (9000 bytes). The protocol overhead comprises of 3 byte overhead at RLC (for 16 bits RLC SN) and PDCP, and 3 bytes of overhead at MAC. When the MAC PDU consists of 1 normal IP packet, the overhead is roughly 0.6%. When the MAC PDU consists of 1 jumbo frame, the overhead reduces to 0.1%. We observe that the overhead ratio of normal IP packet is six times that of jumbo frames, though the overhead is negligible in both scenarios.

	
	Overhead ratio

	Normal IP packet

	0.6%

	Jumbo frames

	0.1%


[bookmark: _Ref468702299]Table 2:  Protocol overhead for different PDCP SDU size
Observation 4: Overhead ratio is lower when using jumbo frames, but the savings are marginal.
We next examine the potential impact of supporting larger PDCP SDU size on lower layers. The LI field in LTE RLC/MAC is 2 bytes, and seems more than sufficient to support a 64KB sized PDCP SDU (log265531 < 16). Assuming we stick to the LTE baseline for LI size in NR, we do not expect any impact.

Observation 5: An LI field of 16 bits is sufficient to support PDCP SDU sizes as large as 64KB.

Further details such as what sizes must be supported, whether the maximum PDCP SDU size is tied to a particular UE category etc., can be discussed in the WI phase. For now, we think it is useful to agree to the principle of supporting larger PDCP SDU size in NR.

Proposal 1: NR will potentially support larger PDCP SDU size to enable transport of jumbo frames.
3 Conclusions
In this contribution, we discussed the advantages of using jumbo frames. Our observations and proposal are summarized below.
Observation 1: Using jumbo frames results in fewer packets which implies reduced load on CPU and slower consumption of PDCP SN space.
Observation 2: The use of jumbo frames significantly reduces the network resources required for supporting TCP ACKs. Such saving is particularly relevant for the high DL dates in NR.
Observation 3: TCP performance improves with the use of larger MTU (jumbo frames). 
Observation 4: Overhead ratio is lower when using jumbo frames, but the savings are marginal.
Observation 5: An LI field of 16 bits is sufficient to support PDCP SDU sizes as large as 64KB.

Proposal 1: NR will potentially support larger PDCP SDU size to enable transport of jumbo frames.
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