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1 Introduction
More agreements about network slicing had been reached in SA2 and RAN3. The network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Whether RAN is sliced is up to RAN WGs to determine. Slice Availability was raised in RAN3 because some slices may be available only in part of the network. Based on these progress on network slicing, this contribution proposes some basic questions and possible impacts to RAN2. 
2 Discussion
2.1 RAN Slicing
Based on the latest agreements on network slice by SA2, we show some possible RAN2-related ones as the following. The network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Whether RAN is sliced is up to RAN WGs to determine. A UE may provide network slice selection assistance information (NSSAI) consisting of a set of parameters to the network to select the set of RAN and CN part of the network slice instances (NSIs) for the UE. Whether NSSAI in RAN and NAS are exactly the same, is FFS. A UE may access multiple slices simultaneously via a single RAN.
In TR 38.801 [1] drafted by RAN3, the following key principles for support of Network Slicing in RAN 
RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by one or more slice ID(s) provided by the UE or the CN which unambiguously identifies one or more of the pre-configured network slices in the PLMN.

Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.

Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Support of QoS
-
RAN shall support QoS differentiation within a slice.

RAN selection of CN entity
-
For initial attach, the UE may provide a slice ID. If available, RAN uses this slice ID for routing the initial NAS to an NGC CP function. If the UE does not provide any slice ID the RAN sends the NAS signalling to a default NGC CP function. For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the NGC, to enable the RAN to route the NAS message to the appropriate NGC CP function as long as the Temp ID is valid. Otherwise, the methods for initial attach applies.
Editor’s note: The definition of the slice ID used for RAN selection of CN entity is FFS.

Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

Slice Availability
-
Some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. It is FFS if such awareness is also beneficial for intra-frequency mobility. It is assumed that the slice configuration does not change within the UE’s registration area.

-
The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.

Support for UE associating with multiple network slices simultaneously

-
In case a UE is associated with multiple slices simultaneously, only one signalling connection shall be maintained.
For the selection of RAN part of the network slice, RAN shall support the selection fo the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN. We think the first problem is that RAN2 should clarify whether RAN slicing is really needed. RAN1 had made agreements on allowing the use of multiple numerologies and flexible frame structure. About RAN2, we think that L2 handling is required to provide configuraitons and functions for particular requirements of a network slice. That means different network slices may require different L1 and L2 configurations/functions. For example, URLLC services may operate at sub-6GHz, have a shorter TTI, a higher LCP, and AM mode, etc. However, eMBB services may operate at 60GHz, have a larger TTI, a lower LCP, and concatenation/segmentation, etc. Based on the above discussion, we observe that the RAN slicing is really needed, and RAN2 should discuss the understanding of RAN slicing. Some companies had shared their work on RAN Slicing. From the view that NR should address the needs of different use cases with diverse level of requiremnets, Samsung proposed that the combination of L1 resource component and L2 configuration/functions can be defined “RAN Slice” [2] to address the needs of different services and requirements. CATT had similar view and proposed that RAN slice instance (RSI) is the abstraction of a combination of radio resource, RAT and RAN infrastructures [3]. On the other hand, Ericsson had different opinions and proposed that a network slice shall not be directly linked to a physical or L2 configuration, i.e. it should be possible to have different slices using the same configuration and a single slice using different configurations [4].
Proposal 1: RAN slicing is needed, and RAN2 should discuss the understanding of RAN slicing.
After the RAN slice is defined, whether an RSI (like NSI) to be defined needs to be clarified too. We think it is reasonable that the RSI is defined as an instance created from a RAN Slice Template (RST). Also, there should be a mapping relationship between NSI and RSI. Figure 1 [5] illustrated an example of the mapping among devices, RAN slices and CN slices to be 1:1:1 or 1:M:N, where a device could use multiple RAN slices, and a RAN slice could connect to multiple CN slices. The pairing between RAN slices and CN slices can be static or a semi-dynamic configuration to achieve the required network function and communication needs. 
Proposal 2: RAN Slice Instance (RSI) is needed, and there sould be a mapping relationship between NSI and RSI.
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Figure 1: UE Connection with the Network Slices
2.2 Slice Availability
In RAN3, Slice Availability had been agreed since some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. In RAN2, Huawei shared the same view of RAN support of network slice discovery so that service continuity of a network slice can be maintained [6]. A UE in Connected mode would select a proper target cell for mobility, so that service continuity of a network slice can be maintained. 
Moreover, we think there may be an additional handover caused by potential services because a UE is able to be associated with multiple slices simultaneously. Figure 2 shows a simple example, where are assumed three types of slices specific to eMBB (Slice 1), mMTC (Slice 2), and URLLC (Slice 3). Node X supports Slice 1 and 2, and Node Y supports Slice 1 and 3. In Figure 2(a), the UE is in IDLE mode and camps on Node X. The UE becomes RRC-Connected because a service request (e.g., eMBB) takes place, and the UE sends the eMBB service request to Node X. Following the legacy, because Node X supports Slice 1, Node X establishes Slice 1 connection with the UE. In Figure 2(b), Slice 1 connection is still on going. A new service request (e.g., URLLC) takes place, and the UE sends the new URLLC service request to Node X. Because Node X does not support Slice 3, Node X commands UE to handover to Node Y which supports Slice 1 and 3 so the service continuity can be maintained. In Figure 2(c), UE handovers from Node X to Node Y, and UE is associated with Slices 1 and 3 simultaneously from Node Y. There are some optimizations for the slice availability and mobility. If a gNB has the ability to inform slice-related information to the UE, UE may camp on or reselect a proper cell/node. If a gNB is able to exchange slice information with neighbouring gNBs, it may command a proper target cell/node for UE during a handover.
Proposal 3: due to slice availability, how the slicing impacts to mobility (and/or service continuity) should be investigated.
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Figure 2: the relationship between slice availability and mobility
2.3 Slice-based Measurement
The discussion on Mobility with RRC involvement in RAN2 #93bis, one of the agreements: UE at least measures one or more individual beams and gNB should have mechanisms to consider those beams to perform HO. Note: This is necessary at least to trigger inter-gNB handovers and to optimize HO ping-pongs / HO failures. For different service requirements of different network slices, we wonder whether the measurement configuration, measurement report triggering, and the measurement reporting should be modified to have an appropriate response for different slices. For example, if a high-frequency eMBB slice is used, the measurement report triggering should be based on the cell quality of the serving cell better or worse than the threshold. And studying how to derive a cell quality based on measurements from individual beams had been agreed in the last RAN2 meeting. Another example, if an URLLC slice is used, the measurement report triggering should be based on the cell reliability of the serving cell becomes better or worse than threshold. However, how to derive a cell reliability needs further study, e.g., the statistical collection of access delay and error rate.
Proposal 4: how the slicing impacts to measurement should be investigated.
3 Conclusions
Based on the discussion, we propose the following:
Proposal 1: RAN slicing is needed, and RAN2 should discuss the understanding of RAN slicing.
Proposal 2: RAN Slice Instance (RSI) is needed, and there sould be a mapping relationship between NSI and RSI..
Proposal 3: due to slice availability, how the slicing impacts to mobility (and/or service continuity) should be investigated.
Proposal 4: how the slicing impacts to measurement should be investigated.
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