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Introduction
[bookmark: _Ref178064866]RAN2#95 and RAN2#96 discussed ARQ and RLC function and made some agreements and working assumption as follows:
Agreement
-	The ARQ will be supported in RLC. 
-	RLC adds an RLC SN

Working assumption:
-	Support the No concatenation in RLC solution (R2-169092)
=>	Aim is to confirm, or otherwise, the working assumption at the January ad hoc

It is a legacy way to locate ARQ function close to the Uu interface but whether ARQ can locate in a central unit should be discussed further for the NR scenarios. In our companion contribution [1] we propose a central ARQ architecture to support multiple-leg transmission especially in high frequency case. 
In this contribution, we give some analysis and discussions about the NR scenarios and the feasibility of ARQ location in the central unit above the fronthaul, then give our proposals accordingly.
Discussion
In [2], some drawbacks of the ARQ protocol across a non-ideal interface have been given. The main argument was that RLC ARQ protocol should correct only transmission related losses on the Uu interface while congestion related losses on the transport network should only be visible to the end-points (TCP etc.). There was also an example of UMTS where RLC ARQ protocol is located in the RNC entity. 
From our point of view, the central unit of NR is different from the UMTS RNC entity. Two levels of access network are always on in UMTS. The coverage range of an RNC is very large, e.g. maybe a city or town. But the central unit of NR is just for the centralized control/security/mobility management especially in the high frequency case, i.e. smaller coverage, dense site and non-stable link. From the perspective of RAN inter/intra interfaces, a CU equals to a gNB. The associated localized network capacity is easy to plan and deploy. Hence the probability of congestion between CU-DU is very low. The network congestion is more likely to occur above the CU, e.g. NG3 interface.


Figure 1 Deployment scenario
Observation1: CU may be a combination of serval small coverages of high frequency and equals to a gNB from the perspective of interfaces and coverage.
Observation2: The wired network between CU and DU belongs to far-end network and the probability of congestion is low.
Another difference with UMTS times is the progress made since then in the backhaul technology with e.g. Metro Ethernet Forum (since Ethernet is the core L2 transport solution in backhaul technology) and associated standards like Ethernet OAM providing features enabling permanent monitoring the quality of the backhaul connection at link-level (Link-OAM, 802.3ah, single hop, P2P Ethernet link) or end-to-end, e.g. Connectivity Fault Management (CFM) IEEE 802.1ag/ITU-T Y1731, an end-to-end per-service-instance EOAM protocol. And such link monitoring capabilities are expected to further evolve in the backhaul/fronthaul technologies by 2020. Since it is quite common that a central GPU in the NW node controls both the radio and switch functions, the latter can be made quickly aware by the former of any congestion on the backhaul. Therefore we think we should not transpose backhaul issues and performance experienced in legacy UMTS networks to backhaul/fronthaul technologies expected by 2020.
Observation3: We should not transpose backhaul issues/performance experienced in legacy UMTS networks to backhaul/fronthaul technologies expected by 2020.
But even neglecting the above observations and assuming a backhaul/fronthaul agnostic modem, we still believe backhaul/fronthaul congestion, if any, can be addressed as follows:
In the flow control mechanism as used in DC, lost data information can be reported by DU to CU through the fields like ”Start of lost X2-U Sequence Number range” and “End of lost X2-U Sequence Number range”, which allows CU distinguishing RLC PDUs missing because of fronthaul congestion and RLC PDUs missing because of Uu. For the PDUs losted in the fronthaul, after congestion recovery, CU can retransmit them without any negative impacts on the current RLC procedure, e.g. no addition of retransmission count and, if any, restart polling related timer, which is left to the network implementation. This allows ARQ requesting only the RLC PDUs missing because of Uu, thus not further contributing to the congesion. 
Observation4: The flow control mechansim can help CU to distinguish reasons of lost PDUs and avoid aggravating the congestion by retransmission data.
TCP is also a protocol layer that can guarantee the reliable transmission. TCP congestion avoidance mechanism can suspend data delivery when congestion occurs. When congestion removes, TCP will start recovery and retransmission procedure if TCP can be aware of congestion and missing data. But the recovery and retransmission of TCP will have longer RTT than ARQ layer. If some missing data can be handled by ARQ layer, it is better for the average data latency and recovery latency. 
Observation5: ARQ between CU and DU can fasten recovery and missing data retransmission due to congestion and it can work well with TCP mechanisms.
The benefits of ARQ locating in the central unit include cross-leg (re)transmission for high reliability and high resource efficiency. When retransmission occurs, the best leg can be chosen for the highest efficiency of resource and latency. When one of the legs is broken, e.g. high frequency blockage, (re)transmission will quickly choose another leg. 
Another benefit of ARQ locating in the central unit is pooling gains. The large number of buffer requirement will be preserved in CU. And DU will be largely simplified and cost-reduced, a key strategic aspect in making NR economically viable. 
Observation6: The benefits of ARQ in CU include higher reliability and lower cost of DU.
In last RAN2 meeting, an important working assumption of no-concatenation in RLC solution was made, which allows a one-to-one mapping between RLC PDU and PDCP PDU . In the architecture of central ARQ, CU will construct RLC PDUs in non-real time mode and send these PDUs to DU before scheduling. DU will wait for scheduling occasion and construct a suitable MAC PDU to fit the size of transmission resource. And RLC PDU can be segmented in DU to match the size of transmission resource, where the segmentation is identified by a segment offset with respect to the RLC PDU. Such approach allows the ARQ re-transmitter (in CU) to identify any missing segment requested by the receiving peer even if it was segmented by a different transmitting node (DU). 
Observation7: No concatenation in RLC makes it easy to support the ARQ in RLC-Hi while segmentation is in RLC-Lo.
From the above observations, we propose: 
Proposal1: RAN2 is proposed to consider locating the ARQ above the fronthaul in a multi-connectivity configuration. 
Conclusion
Based on the discussion in section 2,we have the following observations and proposal:
[bookmark: _In-sequence_SDU_delivery]Observation1: CU may be a combination of serval small coverages of high frequency and equals to a gNB from the perspective of interfaces and coverage.
Observation2: The wired network between CU and DU belongs to far-end network and the probability of congestion is low.
Observation3: We should not transpose backhaul issues/performance experienced in legacy UMTS networks to backhaul/fronthaul technologies expected by 2020.
Observation4: The flow control mechansim can help CU to distinguish reasons of lost PDUs and avoid aggravating the congestion by retransmission data.
Observation5: ARQ between CU and DU can fasten recovery and missing data retransmission due to congestion and it can work well with TCP mechanisms.
Observation6: The benefits of ARQ in CU include higher reliability and lower cost of DU.
Observation7: No concatenation in RLC makes it easy to support the ARQ in RLC-Hi while segmentation is in RLC-Lo.
From the above observations, we propose: 
Proposal1: RAN2 is proposed to consider locating the ARQ above the fronthaul in a multi-connectivity configuration. 
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