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1	Introduction
In the scope of NR, RRC_INACTIVE state is being studied in RAN2. Some basic characteristics have been agreed during the past few RAN2 meetings [1, 2].
In this contribution, we discuss some user plane and DRB aspects related to the RRC_INACTIVE state.
2	Interaction with multi-connectivity
2.1	Multi-connectivity in NR
In NR, we assume that there will be some kind of Dual-/Multi-connectivity feature as agreed in RAN2#94 meeting [3]:
Agreements
1	 As in LTE, NR shall study lower layer aggregation (e.g. CA-like) and upper layer aggregation (e.g. DC-like) 

In this document, we focus on the “DC-like” multi-connectivity. In this configuration, it is safe to assume that UE in NR can be configured with three kind of DRBs [3]:
-	MCG Bearers
-	SCG Bearers
-	Split Bearers
With the possible addition of “SCG split bearer”.
In the following section, we analyse the UE behaviour in RRC_INACTIVE, and its interaction with multi-connectivity.
2.1	Mobility in RRC_INACTIVE
When in RRC_INACTIVE, it is assumed, that for power saving reasons, the UE will perform Cell Re-Selection or other Mobility scheme, but it will do it in one frequency at a time. Indeed, this power saving state should not mandate extra UE power consumption.
Observation 1: When UE is in RRC_INACTIVE, it will most probably not simultaneously “camp” on more than one frequency layer.
When the UE comes back to RRC_CONNECTED state, it will do it using via the communication to a single cell at least for the first message exchange. 
Even if the UE can monitor a second layer during RRC_INACTIVE state, that would be used to establish a second connection (SCG), when the UE is reconfigured to RRC_CONNECTED, this would need some (re-)configuration on network side because the secondary PCell cell (and even the gNB handling it) may have changed during the time UE is in RRC_INACTIVE. However, “CA-like” multi-connectivity may not have this limitation as the carriers are handled by the same gNB and in general the re-establishment of multiple links when the UE is reconfigured to RRC_CONNECTED could be simpler.
Observation 2: When UE is reconfigured from RRC_INACTIVE to RRC_CONNECTED state, it will probably be connected to one gNB/cell only for the first message exchange.
Observation 3: Carrier Aggregation like multi-connectivity may not have similar limitations as single gNB handles all the carriers.
According to the analysis above, the UE will not use Multi-Connectivity during at the moment of its reconfiguration to RRC_CONNECTED. It could be configured again at a later stage but will require the configuration of the secondary Link in “SgNB”.
As a consequence, when moved to RRC_INACTIVE UE should be de-configured from Multi-connectivity. This means that the split and SCG bearer would need to be reconfigured to MCG bearer. This could take some time and delay during the reconfiguration of UE to RRC_INACTIVE. Furthermore, the merging of the two procedures (transition to RRC_INACTIVE and reconfiguration of split/SCG bearers) would introduce more complexity in the specifications. For the sake of simplicity, we propose to decouple those issues and assume that UE is not configured with multi-connectivity when send to RRC_INACTIVE. It would be up to the network to prepare the UE for the state transition.
Proposal 1: In the first version of the specification, UE should not be configured with “DC-like” multi-connectivity when sent to RRC_INACTIVE. Carrier Aggregation is FFS.
3	Buffer 
The second aspect that is discussed in this contribution is the state of the Layer 2 buffers, when UE is sent to RRC_INACTIVE.
[bookmark: _GoBack]As a first assumption, UE will not communicate with the network during RRC_INACTIVE state. In this case if some data is present in the buffer of the UE, it will request a transition back to RRC_CONNECTED to send the data. Thus, it does not make sense to send the UE in RRC_INACTIVE when its buffer is not empty.
But it could be possible that UE can send and receiving data in RRC_INACTIVE (in a similar way to CELL_FACH in UMTS for example). In this case, UE could still transmit data, but most probably, the efficiency will be lower than in RRC_CONNECTED and only small amount could be transferred. Consequently, if the UE buffer contains a large amount of data, it would be not wise to transfer it to RRC_INACTIVE.
Observation 3: It is not wise to send UE to RRC_INACTIVE if UE has data in its PDCP buffer.
4	Conclusion
In this contribution, we have discusses some UP aspects of RRC_INACTIVE state and we have maded the following proposals and observations:
Observation 1: When UE is in RRC_INACTIVE, it will most probably not simultaneously “camp” on more than one frequency layer.
Observation 2: When UE is reconfigured from RRC_INACTIVE to RRC_CONNECTED state, it will probably be connected to one gNB/cell only for the first message exchange.
Observation 3: Carrier Aggregation like multi-connectivity may not have similar limitations as single gNB handles all the carriers.
Proposal 1: In the first version of the specification, UE should not be configured with “DC-like” multi-connectivity when sent to RRC_INACTIVE. Carrier Aggregation is FFS.
Observation 3: It is not wise to send UE to RRC_INACTIVE if UE has data in its PDCP buffer.
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