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1
Introduction
Network slicing concept is introduced in NR with purpose of meeting various requirements from vertical services with diverse performances e.g. eMBB, URLLC and mMTC services [1]. SA2 describes Network Slicing to enable the operator to create network s customised to provide optimized solutions for different market scenarios which demands diverse requirement, e.g. in the areas of functionality, performance and isolation. In particular, SA2 work tasks for Network Slicing related to RAN2 are as follows,
· Network Slice Instance Selection and Association 

· Network Slicing Isolation
· Network Slicing Architecture

The last SA2 #118 [2] has made the following slicing agreements of particular interest to RAN2:
Network Slice Selection

-  
A UE may provide network slice selection assistance information (NSSAI) consisting of a set of parameters to the network to select the set of RAN and CN part of the network slice instances (NSIs) for the UE. 

a) The NSSAI can have standard values or PLMN specific values.
b) The UE may store a Configured and or Accepted NSSAI per PLMN.

c) If the UE stores a Configured or Accepted NSSAI for the ID of the PLMN that the UE accesses, the UE provides this NSSAI in RRC and NAS. 
Several key principles of supporting of network slicing in RAN have also been embodied in RAN3 TR (omitted the Editor’s notes for brevity) [3]. 
RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by one or more slice ID(s) provided by the UE or the CN which unambiguously identifies one or more of the pre-configured network slices in the PLMN.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Support of QoS
-
RAN shall support QoS differentiation within a slice.

RAN selection of CN entity
-
For initial attach, the UE may provide a slice ID. If available, RAN uses this slice ID for routing the initial NAS to an NGC CP function. If the UE does not provide any slice ID the RAN sends the NAS signalling to a default NGC CP function. For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the NGC, to enable the RAN to route the NAS message to the appropriate NGC CP function as long as the Temp ID is valid. Otherwise, the methods for initial attach applies.
Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice.

Slice availability
-
Some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. It is FFS if such awareness is also beneficial for intra-frequency mobility. It is assumed that the slice configuration does not change within the UE’s registration area.

-
The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.
Support for UE associating with multiple network slices simultaneously

-
In case a UE is associated with multiple slices simultaneously, only one signalling connection shall be maintained.
Based on those agreements and progresses, this contribution intends to introduce the concept and identify key issues related to RAN2 which affect supporting network slicing in RAN, in order to be aligned with RAN3 and SA2 progress.
2
Discussion
SA2 has adopted the definition of network slice into TR23.799 as follows [2],
· Network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Whether RAN is sliced is up to RAN WGs to determine.
Hence, complete E2E network slices are deemed to involve both RAN domain and CN domain. 
2.1
Differentiated handling of services for slices
RAN3 has agreed on RAN awareness of network slices for different treatment of traffic from different network slices [3]. This allows the radio interface to support different requirements of different use cases, in terms of data rate, latency, reliability, power consumption, etc. Furthermore, RAN1 has made agreements on allowing the use of multiple numerologies and flexible frame structure [4]. 
· For the study of NR, RAN1 assumes that multiple (but not necessarily all) OFDM numerologies can apply to the same frequency range
· Specification supports multiplexing numerologies in TDM and/or FDM within/across (a) subframe duration(s) from a UE perspective

In addition, L2 handling is required to provide configurations and functions tailored to particular requirement of a service or a network slice. For instance, HARQ configurations can be different for URLLC and eMBB services having different TTI lengths. With the support of multiple numerologies, it should be possible to have different numerology or/and frame structure and L2 configurations for various network slices. Different network slice may require different performance requirement for mobility solutions. For instance, it is possible that measurement report is no longer suitable for mMTC slices with limited mobility and infrequent small amount of data traffic while service continuity to minimize the transmission interruption by means of network-controlled mobility is required for such slices targeted at eMBB services.
Proposal 1: It should be possible to have different L1, L2 and L3 configurations for various network slices.
2.2
Network slice selection 
SA2 has agreed that the UE may provide NSSAI to the network that can be used to select the set of RAN and CN part of the appropriate network slice instance (NSI) for the differentiated service per PLMN [2]. The NSSAI may consist of slice/service type and slice differentiator that can be used to select a pre-configured NSI. Regarding the RAN domain, during the initial access, the UE should include the NSSAI in an RRC message that could be forwarded by the RAN to the CN entity associated with the NSSAI if stored in the UE. If the UE provides no NSSAI in RRC and NAS, and the RAN sends NAS signalling to a default CN entity. After the UE has registered with the network, a UE Temp ID is assigned to the UE by the selected CN entity, and it would be used for RAN to forward the uplink traffic according to the received UE Temp ID in RRC message during subsequent accesses, as long as it is valid. Once the RAN acquires the slice identifier maybe included in NSSAI, RAN part of the NSI (i.e. specific slice configuration stored in RAN) can be selected and applied so as to meet the SLA of the specific slice [3]. 
Proposal 2: UE should be able to provide assistance information for network slice selection in RRC message.
2.3
Resource sharing between slices
According to agreement of resource management from RAN3, a single RAN node may support multiple network slices [3]. In NR, multiple network slices are supported within a common framework and infrastructure. Each network slice is probably designed for a particular purpose with specific requirements. The simplest way of achieving this is to partition radio resources in a static way for each slice. However, such static-split of radio resource would lead to inefficiency if one network slice is overload and the other one is empty. The important part regarding radio resource usage is that RAN should maximize radio resource utilization. Therefore, RAN needs to support the efficient multiplexing of different slices (e.g. different numerologies, TTI length) on shared radio resources and impacts on L2 handling should be studied. In particular, dynamic resource allocation of traffic from different network slices would improve the utilization of the radio resources. 
Proposal 3: L2 protocols should allow dynamic resource sharing of traffic from different network slices.
2.4
Resource isolation between slices
Regarding resource isolation, both the cases of radio resource reservation for a dedicated slice and resource sharing are allowed [3]. In case radio resources are shared among multiple network slices, RAN3 has agreed to introduce protection mechanisms to ensure that the congestion in one slice does not negatively impact the performance of another slice. Similarly, RAN2 should also study mechanisms to achieve the resource isolation between slices. Shared data channel can be segregated through RRM, i.e. scheduling and can be kept transparent to the UE. As RAN2 has agreed that traffic from different PDU sessions are mapped to different DRBs [6], it can be concluded that different PDU sessions from different slices should be isolated by means of separate DRBs. However, RACH resource in terms of preamble and PRACH between different slices may be partitioned which demands the UE know the slice it is requesting to access and signalling to indicate the partition is hence needed. In case a given slice is overloaded in a cell, it is possible to manage the load of such a slice. For example, access class barring mechanisms like ACDC-like solutions where ACB parameters are specific to slices, may be required. Congestion control, e.g., slice specific AS (enhanced) wait timer could be enabled when the RRC connection is released /rejected. In addition, RAN should also consider security isolation proposed by SA2 that different slices may require different security level together with SA3. 
Proposal 4: Resource isolation between network slices should be supported for, e.g., security isolation, access channel isolation, access barring and congestion control on a per-slice basis.
Proposal 5: Traffic from different PDU sessions from different slices should be mapped to separate DRBs.
2.5
Slice availability and discovery
According to the principle on slice availability in RAN3 [3], a RAN node/cell may not deploy all pre-configured network slices. Given that some slices may be available only in part of the network, it is possible that a dedicated cell is specific to a network slice or a slice is only accessible in a restricted area in a scatter or continuous way, e.g. an industrial building belonging to a tenant according to business planning. In addition, some RAN nodes or cells cannot afford the SLA of the requested network slices due to capability limitation. In this case, the UE in Idle/Inactive and Connected mode mobility may be affected with respect of slicing-level mobility (more analysis can be found in [7]). Generally, from the point of RAN2, the UE should be aware of the slice availability to enhance slice performances. It is also beneficial for neighbour nodes to be aware of the supported slices.
· Idle/Inactive mode: UE should camp on a cell on which network slice association request can be performed.
· Connected mode: a proper target cell should be selected for handover, so that service continuity of a network slice can be maintained.
Proposal 6: Slice availability and discovery should be supported in RAN so that service continuity of a network slice can be maintained.
2.6
Multiple slices association per UE
One key issue of network slicing architecture is to enable the UE to be associated with multiple slices simultaneously. For instance, UE in a vehicle may need to access V2X and eMBB services simultaneously. For the AS data plane, efficient scheduling and resource sharing with proper isolation should be supported to guarantee the respective SLA requirement of different slices. Similarly, AS control plane,  RRC protocol in particular, should support network slice selection, network slice redirection, and provide UE with proper configurations to operate with corresponding RAN parts of network slices (more analysis can be found in [8]). 
Proposal 7: RRC protocol should support network slice selection, network slice redirection, and provide UE with proper configurations to operate with corresponding RAN parts of different network slices.
 3
Conclusions
This contribution discusses key issues for support of network slicing in RAN from the RAN2 perspectives. We advise RAN2 to adopt the following proposals to be aligned with RAN3 and SA2 progress.

Proposal 1: It should be possible to have different L1, L2 and L3 configurations for various network slices.
Proposal 2: UE should be able to provide assistance information for network slice selection in RRC message.
Proposal 3: L2 protocols should allow dynamic resource sharing of traffic from different network slices.
Proposal 4: Resource isolation between network slices should be supported for, e.g., security isolation, access channel isolation, access barring and congestion control on a per-slice basis.
Proposal 5: Traffic from different PDU sessions from different slices should be mapped to separate DRBs.

Proposal 6: Slice availability and discovery should be supported in RAN so that service continuity of a network slice can be maintained.
Proposal 7: RRC protocol should support network slice selection, network slice redirection, and provide UE with proper configurations to operate with corresponding RAN parts of different network slices.
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A
Annex: text proposal for TR 38.804

X
RAN support of network slicing
Editor’s note: intended to capture radio interface protocol impacts to enable network slicing, if any.

In terms of differentiated handling of services of network slices:

-
It should be possible to have different L1, L2 and L3 configurations for various network slices. 
In terms of network slice selection procedures:

-
UE should be able to provide assistance information for network slice selection in RRC message. 
In terms of resource management:

-
L2 protocols should allow dynamic resource sharing of traffic from different network slices.

In terms of resource isolation between slices:

- 
Resource isolation between network slices should be supported for, e.g., security isolation, access channel isolation, access barring and congestion control on a per-slice basis. 
- 
Traffic from different PDU sessions from different slices should be mapped to separate DRBs.
In terms of slicing availability:

-
Slice availability and discovery should be supported in RAN so that service continuity of a network slice can be maintained.
In terms of multiple slices association per UE:
-
RRC protocol should support network slice selection, network slice redirection, and provide UE with proper configurations to operate with corresponding RAN parts of different network slices.
