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1 Introduction
RAN2#92 made the following agreements on NB-IOT access control:
	· The access control mechanism for NB-IOT shall be able to discriminate between different roaming UEs, i.e. the same roaming differentiation as for EAB.  
· Using barring bitmap
· The barring bitmap check is applicable to normal reports
· A separate flag is broadcasted which indicates if exception reports are subject to barring bitmap check or not.
· Assuming that NB-IOT doesn’t support SSAC and ACB-skip
· The barring bitmap is transmitted separately from other system information and only when access control is enabled


In this paper we focus on the main issues:
· Issue1: Is there a need for a 3rd priority class?
· Issue2: Whether we need separate barring parameters for MO data and MO signalling?
· Issue3: Whether we need a spreading mechanism to control the consequent access attempts, e.g. barring time
· Issue4: Update of barring parameters in NB-IOT
The following issues are based on the results of the above main issues, which don’t have to be decided before we get agreements on the main issues:
· Barring parameter for the 3rd priority class: it depends on the result of issue 1
· How to spread the barred devices : it depends on the results of issue3 and 4;
2 Discussion
2.1 Issue 1: Is there a need for a 3rd priority class?

· From the congestion mitigation aspect
From the congestion mitigation aspect, to divide the mo-data of non-critical applications into 2 classes may be partly useful to the case of “congestion led by barring-to-unbarring change”, but cannot completely resolve it. 

Considering the worst case of “barring change to unbarring”, e.g. all non-critical NBIoT devices were completely barred for over a longer time, e.g. 10 hours or more, and immediately send the pending reports as soon as the barring is removed, at this time the congestion level may be very high, e.g. over 50% or even close to 100%. Introducing an additional class only can partly reduce the congestion level, e.g. reduce half of the level, but cannot completely remove the congestion. Some other mechanisms of spreading the delayed accesses need to be introduced to address this problem.
Observation 1: the 3rd priority class may partly reduce the congestion led by barring-to-unbarring change, but cannot completely solve it. 
For controlling the congestion level led by massive concurrent initial access attempts, it seems no obvious performance difference whether to introduce the 3rd priority class or not. 
The congestion led by initial access attempts usually comes from a single application or devices subscribed to the sameowner, e.g. different NBIoT applications might not send mo-data at same time. 
For example, assuminga 3rd priority class is introduced, the smart meter which report data per 24hours could be defined as normal priority class, and the portable health monitor which report data per 24hours could be defined as the 3rd priority class. The smart meters belong to one electricity company may be ordered to report the power-using information of each family or each building every 24 hours on a un-busy time, e.g. on the midnight 1:00. The health monitor may have different report time with smart meters, e.g. 9:00 when the hospital is on work. It could be noticed that even if the concurrent accesses from smart meters and health monitor both cause RACH congestion, these two congestions happen in different time. In this case, the ACB effect of barring two priority classes in different time is same as barring one priority classes in different time. From this point, we also do not see the need of introducing the 3rd priority class.
Observation 2: For controlling the congestion level led by massive concurrent initial access attempts, the 3rd priority class seems unnecessary. 
· From the application differentiation aspect
For the purpose of application differentiation，the exceptional report and normal report seems enough for the Release 13. The critical applications like smart grid alert, healthy monitor alarm, fire alarm sensor can be mapped to exceptional report, which should be high prioritized to ensure its RACH resources. The non-critical applications, e.g. smart wearing, smart agriculture, are enough to be all mapped to one priority class, we do not see that there is a need to define a middle priority class between the normal and exceptional classes.
Observation 3: At least for Rel-13, two classes are enough for application differentiation.
Since an additional priority class can not provide enough benefit to the congestion resolving, and may bring more overhead and complexity, it’s proposed not to introduce a 3rd priority class at least in Release 13, unless there’s convincible requirement to prove the need.
Proposal 1: It’s proposed not to introduce the 3rd priority class in Rel-13, unless there’s convincible requirement to prove the need.
2.2 Issue 2: Whether we need separate barring parameters for MO data and MO signalling?

In some cases like TAU, device power on, or device reset.etc, MTC owner may want to know  whether the devices are reachable as soon as possible, based on which MTC owner can justify whether the devices are working well. 
For example, assuming that a NBIoT devices owner sends a new update pack to all the NBIoT devices, usually the devices need reboot or reset, and re-attach to the network or application server, from which NBIoT devices owner can know at least whether all the devices are reachable or running normal. It’s obvious that this kind of action is not delay tolerant, it cannot imagine that  NBIoT devices owner needs to wait 1 hour to make sure that all its NBIoT devices are successfully updated.
Observation 4: In some cases the MTC owner wants higher priority for mo-signaling than mo-data.
From above cases, we see that there may be different ACB requirement between mo-data and mo-signalling.
Proposal 2: It's proposed to define separate barring parameters for mo-signaling.
2.3 Issue 3: Whether we need a spreading mechanism to control the consequent access attempts, e.g. barring time
It was agreed in RAN2#92 that the Access barring mechanism of NBIoT uses barring bitmap and roaming differentiation as for EAB. The following flow chart shows what were agreed for the access control of NBIoT at UE side till now:
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Compared with legacy UE using ACB and eMTC device using EAB, the access barring mechanism for NBIoT is relatively simple. Considering the massive number of NBIoT devices the network will handle in the near future, RACH congestion will be one of the main problems that operators have to address after NBIoT devices are widely deployed.
Since the UL resources are very limited, it's natural to configure less PRACH to fulfill UL throughput requirement. Furthermore,  if the concept of primary/secondary NBIoT frequency is accepted, the PRACH resource in primary NBIoT frequency has to serve more access attempts.  The congestion possibility in primary NBIoT frequency will further increase.
The RACH congestion comes from two parts: 
· The first is the massive concurrent initial accesses, e.g. all the devices belong to same owner or application are configured to report data at a same regular time, which is a normal and natural way of app-design that the application developer will do.
· The second is the consequent re-transmission from the barred devices.
For the first congestion case, it depends on flexible and predict-based PRACH resource scheduling to find balance between the user experience and network protecting.
For the second congestion case, we provide the analysis why needs spreading after barring, e.g. mechanism like barring time.
· Why there'll be a lot of devices waiting for re-access after the initial accesses are barred

The network can’t expect the application layer will provide spreading mechanism for the lower layers . Maybe some smart application developer will delay the barred data until the next wake up time of extended DRX reached, but we cannot make sure this could be performed by all the developers. Actually a majority of application developers always want the data could be transmitted as soon as possible and better to be transmitted with less attempts even if his product is a NBIoT device. Since the application layer doesn't know the status of the network and regards one transmit failure as a random occurrence, it's natural for the application layer totry another time and look forward to success. That's why there'll be a lot devices waiting for re-access after the first accesses are barred.

Observation 5: We cannot count on app-developers to self spread its re-transmission after being barred.
· Why needs a spreading mechanism after barring
In the above section it’s mentioned that in the worst case that the class of normal report is completely barred for a long time, many delayed normal reports, i.e. many delayed normal class access attempts, will be accumulated which will lead heavy congestion when the barred bitmap changes to unbarring. Even only a few bits, e.g. 1~2bits are changed to unbarring, the RACH procedure will still face relatively high access collision rate based on the large quantity of NBIoT devices.
Observation 6: The accumulation of NBIoT devices which are barred and wait for re-transmission cannot be resolved by current access control
· Compared with UEs configured with EAB, NBIoT has larger quantity but weaker access controlling
For Rel11 devices configured for EAB, there’s an additional defense beside EAB, i.e. ACB. Even the EAB device is not barred by EAB check, it still needs to perform ACB check, and the subsequent re-sent data will not lead to serious RACH congestion thanks to ACB + EAB mechanism. 
For NBIoT devices, there is no additional defense except for the EAB-like mechanism. The network cannot totally control the subsequent/resend access attempts arriving after the NBIoT devices are changed from barred to unbarred, and cannot control the density/number of re-accesses. The only way for network to do is to bar more ACs.However, the more barred devices are accumulated, the worse the later congestion will be.
Observation 7: The network protect should be enhanced further compared with Rel-11, since the larger quantity of NBIoT.
Based on the analysis, a spreading mechanism is needed after the devices are barred, which can help the eNB to control the time and density of re-access attempts and prevent the massive re-access attempts simultaneously being triggered when 1 or more barring-bits are set to unbarring.
The barring time should be introduced as a randomly distributed way, for example:
· General method:  T-barring = rand(K, barring time);

· ACB like method: T-barring = (K1+K2*rand(0,1))*barring time

The barred NBIoT devices are only allowed to send re-access attempts when the timer with barring timeis expired. If the timer with barring time is still running the device is not allowed to access even its class become unbarring.
Proposal 3: It's proposed to introduce a spreading mechanism to solve the re-transmissions from barred devices.
2.4 Issue 4: Update of barring parameters in NB-IOT
In general the barring parameters always are updated when RACH congestion happen or level-changed. 
From UE perspective,  to update the barring parameters at SIB-modification-boundary or immediately in the SIB like EAB makes no difference. UE wouldn't care acquiring the updated barring parameters early for dozens or hundreds of ms.
From network perspective, it's always better to reduce the congestion level as soon as possible. EAB-like updating mechanism can let more UEs know the updated barring parameters earlier, which more or less brings benefit to the network protection and will not cause increased complexity ( just requiring UE to read SIB first before its random access action)
Proposal 4: It's proposed to use EAB-like updating mechanism, i.e. immediately update the barring parameters in the SIB.
3 Conclusion

For issue 1: Is there a need for a 3rd priority class?
Observation 1: the 3rd priority class may partly reduce the congestion led by barring-to-unbarring change, but cannot completely resolve it. 
Observation 2: For controlling the congestion level led by massive concurrent initial access attempts, we do not see the barring effect difference by using the 3rd priority class or not.

Observation 3: At least for Rel-13, two classes are enough for application differentiation.

Proposal 1: It’s proposed not to introduce the 3rd priority class in Rel-13, unless there’s convincible requirement to prove the need.
For issue 2: Whether we need separate barring parameters for MO data and MO signalling?
Observation 4: In some cases the MTC user want higher priority for mo-signaling than mo-data.
Proposal 2: It's proposed to define separate barring parameters for mo-signaling.
For issue 3: Whether we need a spreading mechanism to control the consequent access attempts, e.g. barring time
Observation 5: We cannot count on app-developers to self spread its re-transmission after being barred.
Observation 6: The accumulation of NBIOT devices which are barred and waiting for re-transmission cannot be resolved by current access control

Observation 7: The NW protect should be enhanced further compared with Rel-11, since the bigger population of NBIoT.
Proposal 3: It's proposed to introduce a spreading mechanism to solve the re-transmissions from barred devices.
For issue 4: Update of barring parameters in NB-IOT
Proposal 4: It's proposed to use EAB-like updating mechanism, i.e. immediately update the barring parameters in the SIB.
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