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1. Introduction

The question of whether point-to-point bearers are useful as an alternative to SFN point-to-multipoint transmission of E-MBMS services (as raised in e.g. [1]) has become a starting point for several different discussions related to E-MBMS.  In attempting to proceed towards consensus on this question, the drafting group participants have encountered a variety of related issues that require further discussion to help clarify the assumptions for E-MBMS standardisation.  This document attempts to describe these issues in a way that can encourage further progress.

2. Areas of Inquiry
2.1. SFN vs. Cell-Specific Services
Q1) When is a service cell-specific rather than SFN?

The simplest answer to this question, of course, is “when the operator decides to transmit it that way”.  However, an operator’s decision for a particular service will depend on the distribution of users as well as on the resource tradeoffs between the transmission modes.  Further study is needed to determine what scenarios are realistic (cf. Q3, Q4).
Q2) Given the power advantages of SFN transmission, should SFN transmission over a fairly small number of cells always be considered as a “free” alternative to cell-specific E-MBMS?

If the answer to this question were unambiguously “yes”, cell-specific E-MBMS transmission could be abandoned.  However, the question proves not to be as simple as it appears.

Generally speaking, SFN E-MBMS is bandwidth-limited, and cell-specific E-MBMS (like Rel-6/7 MBMS) is power-limited.  While switching from a single-cell transmission to SFN over a small area can result in equal transmit power, it incurs costs in bandwidth, which in the SFN setting is the limiting resource.  In this light the change cannot really be called “free”.
Also, because of the importance of preventing interference in an SFN setting, the handling of user mobility could actually become more complex.  If a UE receiving a localised SFN service moves into a cell near the edge of the SFN area, should the system respond by expanding the SFN area to include all neighbours of the new serving cell?  How is it to manage resource conflicts that could arise from dynamically changing SFN areas?

It was suggested that this question may not need to be answered in a standards setting; without any unusual support from the standard, operators could maintain this localised-SFN model as a possible way of managing certain types of services.

2.2. User Distribution

Q3) What use cases would cause a distribution of users sparse enough to justify point-to-point transmission?  Would these cases arise in SFN E-MBMS services?

The large power gains of SFN over unicast transmission suggest that a user distribution that could benefit from it in power terms would have to be very sparse indeed.  However, as noted in Q1, there is a tradeoff between power and bandwidth that may need to be considered.

It was suggested that certain “wide multicast” scenarios, in which a subscription service is provided to a user base scattered over a wide area and with an irregular distribution, could be a candidate for unicast as an alternative to SFN.

Q4) What general use cases should be considered as the “nominal” E-MBMS scenarios?

Several major classes of scenarios, and many specific ones, were described in discussions.
· Mobile TV: SFN transmission of a broadcast (non-subscription) over all (or essentially all) of the footprint of a PLMN, with all cells participating in the SFN group.  There seems to be no question that this situation will arise and should be supported efficiently.

· “Wide multicast”: Transmission of a subscription service on multiple cells, where the service is not necessarily provided in all cells, depending on user distribution and the relative costs of resources.  In many cases this transmission would clearly be SFN, but if there are a few “outlier” users isolated from the rest of the user population, those users might be candidates for a different transmission mode.  It is not clear how frequent such scenarios would be, nor how strong the benefits of any particular transmission mode might be in these cases.

· “Localised multicast”: Transmission of a subscription service (presumably SFN) over a physically small area.  Here the simple assumption seems to be that the service is sent in all cells in the service area, even if they contain no users, to support the SFN transmission.  There is some question as to what the realistic use cases for this scenario are (with subscription movies and sporting events being mentioned as possibilities) and whether such complications as user mobility or isolated users located outside the SFN area need to be considered.

· Services with few recipients: Some services, e.g., IMS services using E-MBMS as a bearer, might have a very small number of recipients, who could be tightly clustered (inviting multicast transmission), widely scattered (suggesting unicast transmission outside the E-MBMS framework), or in an irregular distribution where the optimal bearer service is not obvious.
· Retransmissions: An eNode B transmitting an E-MBMS service might wish to retransmit some portion of it, either in response to feedback (Section 2.3) or blindly.  If this is an SFN service, the retransmissions could either be coordinated across multiple cells (possibly the entire service area) and transmitted as SFN content, or they could be sent as cell-specific content by each eNode B.  Do the power benefits of SFN in this case justify the possible cost in bandwidth and the complexity of coordination?

· Single user: A subscription service could, in an extreme case, have only one user, who is nevertheless entitled to receive the service.  Is the benefit of using unicast transmission for this lonely user enough to justify requiring specific support for such a situation?  Does serving this user via unicast create unreasonable complications if other users arrive later?

2.3. Feedback

Q5) Can substantial benefits be offered by feedback from UEs, and what level of complexity is involved in supporting it?

This rather broad question gave rise to a variety of observations.  In general, feedback could be used to support either retransmission of selected data or a sort of “poor man’s link adaptation” based on adjusting either transmit power or modulation and coding parameters.
Within an SFN transmission area, it seems to be easiest to adapt by varying the transmit power in the cells, since this does not require any special coordination to maintain synchronisation between eNode Bs.  Cell-specific services, on the other hand, could have either their power or MCS changed in (more or less) real time.

In the mobile-TV broadcast case, it is not clear whether feedback would be useful.  It appears more plausible that retransmissions could be supported for such services than that the transmission parameters could be adjusted to respond to feedback.

The complexity introduced by supporting a retransmission mechanism is balanced by conservation of radio resources and/or improved reception.  The degree of the benefits depends on user and service scenarios (cf. Q4).  The complexity involved in actually providing feedback over the air is not great, but the implications for the network are less clear.  A complete understanding of this subject may require further understanding of how SFN scheduling will be coordinated (e.g., central scheduling node vs. peer-to-peer scheduling among eNode Bs).
3. Conclusions
The questions described above are wide-ranging (by design) and have proven to be sources of discussion rather than quick answers.  Contributions addressing these subjects are encouraged.
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