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1. Introduction

For E-MBMS, SFN operation is used to achieve the significant performance improvement and the performance gain was presented at last RAN1 meeting in Shanghai. However if the same content is not scheduled on the same resources block, the RF combining is not possible and on the contrary interference might be introduced. What’s more, different scheduling schemes have an impact on the network architecture and function splitting and have different signaling load, complexity.

2. Discussion

For the E-MBMS scheduling, there could be mainly two types, centralized or distributed.

The E-MBMS scheduling is different from the unicast scheduling which is used mainly for link adaptation. One of the main objectives of E-MBMS scheduling is to achieve content synchronization between cells for RF combining.

2.1. Scheduling schemes
2.1.1. aGW based centralized

Since all the eNode Bs to be coordinated connect to the same upstream node, aGW, the aGW can play the role of design the scheduling info for all the eNode Bs.
Pros:

1. Since the aGW knows the ongoing services of every eNode Bs, it would be simple for signalling design and X2 interface is not required.
2. RF combining could be supported on aGW wide.

Cons:

1. aGW needs to have L2/L3 function to schedule the physical resources.
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Figure 1 aGW based centralized scheme

2.1.1.1. Clustered structure

Scheduling M services over N cells is much complex than M/μ services over N/λ cells, where μ and λ are integers. Hence the eNode Bs connecting the same aGW can be divided into multiple clusters to reduce the scheduling complexity. The aGW sends out individual scheduling info of each cluster. 
The drawback is the performance at the cluster boarder degrades due to the fact that the different clusters may not be well synchronized.

How to generate and what the size of a cluster is implementation dependant and needs additional O&M efforts.
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Figure 2 aGW based centralized scheme - Clustered structure
2.1.2. Cluster-head based distributed

In LTE, the MBMS SFN can be further divided into multiple clusters. One of eNode Bs in a cluster acts as the cluster head, which designs the scheduling info for all other eNode Bs in the same cluster. The cluster head can be elected or assigned by default. 

Requirements:

1. The cluster head assigns the scheduling info for every member in the cluster, so X2 interface is required.
2. The cluster heads might need to exchange information about the scheduling info of neighbouring clusters.

Pros:

1. Higher efficiency (usually multiple rounds are not needed) compared to full distributed scheme.

Cons:

1. Need to specialized eNode Bs to have cluster-head function.

2. May not be aGW wide combining.

3. Inter cluster-head signalling interface may be required (even for non co-located eNode Bs).
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Figure 3 Cluster-head based distributed scheme

2.1.3. Full distributed

In the full distributed network, the eNode B needs to define the scheduling info itself and logical interface between eNode Bs are needed.

Requirements:

1. Every eNode B should have a method to know the scheduling info of its neighbours, and this also applies when the scheduling info changes.

2. Every eNode B should redesign the scheduling info when MBMS content is not synchronized with its neighbours.

3. The eNode B may need to know other information to make a decision.

The full distributed scheme can also be divided into multiple clusters.
Pros:

1. aGW wide combining is possible. 
Cons:

1. High signalling load between eNode Bs.

2. Relatively slow than the other two methods and may need multiple rounds to achieve synchronization.

3. If there is conflict, it will be difficult to coordinate because different cells may have different services/load.
[image: image4.png]



Figure 4- Full distributed scheme

Table 1 comparison table of different scheduling scheme

	
	aGW
	Cluster-head (eNode B)
	Full distributed

	X2 interface
	Not needed
	Needed
	Needed

	Multiple rounds
	No
	No (Yes for optimization)
	Yes

	Additional aGW functions 
	L2/L3 functions in aGW for MBMS
	Not needed
	Not needed

	Additional eNode B functions
	Minor
	Inter-eNode B management function
	Scheduling negotiation


* One aGW should process at least N times the cluster-head eNode B, where N is the number of clusters.

3. Conclusion

In this document, three MBMS scheduling schemes have been analyzed and pros and cons have been given. It is proposed to discuss each scheme.
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