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1 Introduction

This contribution discusses the UL buffer reporting and scheduling schemes for LTE. In this paper, six different schemes are proposed and compared against each other using attributes such as signaling load in UL/DL and stricter QoS control by eNodeB. There have been earlier proposals that capture some of these schemes [1, 2].
2 Discussion

Based on the type of buffer status reporting and UL grant allocation, we can classify the different reporting/grant schemes as follows:

1. Per UE buffer status reporting and per UE grant
2. Per Radio Bearer (RB) group buffer status reporting and per UE grant
3. Per RB-group buffer status reporting and per RB-group grant.
4. Per RB reporting and per UE grant

5. Per RB reporting and per RB-group grant

6. Per RB buffer status reporting and per RB grant

Table 1 indicates the above schemes and those that are not marked are not of interest to us. 
	         Grant

Reporting
	Per UE
	Per RB-group
	Per RB

	Per UE
	Scheme 1
	
	

	Per RB-group
	Scheme 2
	Scheme 3
	

	Per RB
	Scheme 4
	Scheme 5
	Scheme 6


Table 1: Different UL buffer reporting and grant schemes
Note: The schemes not marked are not of interest because the information provided by UE is coarser than the grant information expected by the UE. Hence, the eNodeB cannot schedule efficiently in these cases.

2.1 Scheme 1 – Per UE buffer status reporting and per UE grant 

According to this solution, each UE requiring an uplink grant reports the consolidated buffer status and possibly the priority of the highest RB flow that has a non-zero amount of data buffered. The eNodeB gives a single grant to each of these UEs, and the UE then distributes the received grant among the active RBs.
Pros

1. Low signaling load in both UL and DL due to per UE reporting and grant allocation.
2. Because the grant is per UE, the UE can use the grant to distribute it among RBs based on latest buffer status information (which may have changed since the buffer status was reported)
Cons
1. Because of insufficient information at the eNodeB, the scheduling decisions may not meet the QoS requirements and may result in unfairness. If the UE only reports the consolidated buffer status then the network can end up giving resources to a UE with low-priority flows, but not give adequate resources for a UE with a high-priority flow. Even if the UE reports the priority of the highest priority flow with a non-zero amount of data buffered, the eNodeB may still not have sufficient information to make good scheduling decisions. For example, a UE might have high priority services such as layer 3 signaling, real time voice, therefore requiring small grant and other lower priority services with more data to send, therefore requiring bigger grant. If the eNodeB does not have the knowledge about the magnitude of grants required, differentiating the amount of high priority data from low priority data, it may over allocate resources to the UE which then gets used by the lower priority data. As a result, this UE may receive more grants for lower priority services compared to another UE with similar lower priority services but no high priority data.

2.2 Scheme 2 – Per RB-group buffer status reporting and per UE grant 

In this scheme, the UE reports buffer status at a fine granular level as compared to scheme 1 i.e. at RB-group level. The UE is given a single resource grant and the distribution among the different RBs is done by the UE. In this discussion, the RB-group is assumed to be formed in either of the following two ways:

1. RB grouping option 1: In this arrangement for grouping RBs, a UE requiring an uplink grant reports the individual buffer status for the N highest priority RBs and one additional buffer status for the rest of the RBs. The value of N is chosen by the UE and can potentially be limited by the network also. Hence, the maximum number of RB-groups in this method is (N +1).
2. RB grouping option 2: In this arrangement for grouping RBs, a fixed number of RB-groups is defined at the MAC level, where RBs are mapped on any one of these groups depending on the application QoS. It is proposed to have a limited number of RB-groups defined (may be 4). For example, we can have 4 RB-groups corresponding to real-time, non-real-time, interactive, and best effort services. The association between RB and RB-group is established during RB setup procedure depending on the required QoS. 

Note that scheme 2 is used in E-DCH, with RB grouping option 1 and N=1.
Pros

1. Fine granular information is provided by the UEs to the eNodeB to make effective scheduling decisions.

2. Because the scheduling grant is given per UE, the signaling load in the DL is small.
3. Because the grant is per UE, the UE can use the grant to distribute it among RBs based on latest buffer status information (which may have changed since the buffer status was reported)
Cons

1. Increased UL signaling compared to scheme 1 due to reporting of multiple RB-group buffer status.

2. The eNodeB uses the information sent by the UE to decide the UE grant, taking into account the cell load, priority of other UEs’ data etc. However, the level of information generated by the eNodeB scheduler algorithm is lost if the grant is combined for all the RBs. When this grant reaches the UE, it has to distribute the grant amongst active RBs. 

2.3 Scheme 3 – Per RB-group buffer status reporting and per RB-group grant

In this scheme, the UE reports buffer status at a fine granular level as compared to scheme 1 i.e. at RB-group level. The buffer status reporting is done by the UE for each of the RB-groups. The grants by the eNodeB are also given at the granularity of RB-group. The UE distributes the received grant among each of the RBs in the group. The RB-groups can be formed using either of the two ways described in scheme 2.
Pros
1. Fine granular information is provided to eNodeB, as compared to scheme 1, to make effective scheduling decisions.
2. The grant is given per RB-group depending on the cumulative buffer status for that RB-group provided by the UE. The grant is to be divided amongst the RBs of a particular RB-group. The grant given by eNodeB to a particular RB-group cannot be shared amongst other RB-groups at the UE. For example, grant for RB-group 1 is to be utilized by RBs mapped to RB-group 1 only. Hence, the QoS can be ensured at least at the RB-group level.
Cons
1. As the reporting is done per RB-group, UL signaling increases as compared to scheme 1. DL signaling is also higher as compared to schemes 1 and 2 due to per RB-group grant. The increase is small when the RB-groups are limited.

2. Because of the per-RB-group grant, UE would not be able to use the grant to send higher-priority data belonging to a different group that may have arrived after the buffer status was reported.
2.4 Scheme 4 – Per RB reporting and per UE grant

In this scheme, the UE reports the buffer status of each of its RBs and eNodeB grants consolidated resources per UE.
Pros

1. The eNodeB has the most amount of information in this scheme for effective scheduling.
2. The DL signaling load is small.

3. Because the grant is per UE, the UE can use the grant to distribute it among RBs based on latest buffer status information (which may have changed since the buffer status was reported)
Cons
1. The UL signaling load is higher compared to schemes 1, 2, 3.

2. The eNodeB has fine granular information but by a single consolidated grant, eNodeB loses the control for meeting the stricter QoS requirements.
2.5 Scheme 5 – Per RB reporting and per RB-group grant

In this scheme, the UE reports the buffer status of each of its RBs and eNodeB grants consolidated resources per RB-group. The RB-group can be formed using either of the two ways described in scheme 2. 

Pros

1. The eNodeB has the most amount of information in this scheme for making effective scheduling decisions.
Cons
1. The UL signaling load is higher compared to schemes 1, 2, 3.

2. The eNodeB has fine granular information but by assigning per RB-group grant, eNodeB cannot meet the QoS requirements at RB level.
3. Because of the per-RB-group grant, UE would not be able to use the grant to send higher-priority data belonging to a different group that may have arrived after the buffer status was reported.
2.6 Scheme 6 – Per RB buffer status reporting and per RB grant

In this case, the UE reports the buffer status of each of its RBs and eNodeB also grants the resources for individual RBs. 
Pros

1. The eNodeB has the maximum amount of information in this scheme (same as schemes 4 and 5) enabling effective scheduling thereby meeting even the stricter QoS requirements.
Cons
1. Both UL and DL signaling load are high in comparison to all other schemes.
2. Because of the per-RB grant, UE would not be able to use the grant to send higher-priority data that may have arrived after the buffer status was reported.
We note that in per RB and per RB-group reporting, we only need to report buffer status if the corresponding queue is not empty.
3 Conclusion 

We have discussed the various schemes for UL buffer reporting and scheduling for LTE. We observe that schemes 1 and 6 are the two extremes with either too coarse granular information at the eNodeB or too high DL/UL signaling load and hence should not be considered. We also observe that schemes 4 and 5 involve significant UL signaling load and the gains achieved by such fine granular information need to be sufficiently justified. Scheme 3 does not allow sufficient flexibility for the UE to allocate the received grants to different RBs based on the current buffer occupancy status. Therefore, we propose that RAN2 choose scheme 2 as the preferred buffer reporting/scheduling strategy as it offers relatively low signaling load and high flexibility for scheduling. We also propose that RAN2 decide on an appropriate grouping of radio bearers.
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