3GPP TSG-RAN WG2 ON LTE 




R2-061907
Jun27 –30, 2006
Cannes, France 
Agenda Item:
14 (Other subjects)
Source:


ASUSTeK

Title:
Consideration from analytic assumption of CRC Error detection capability 
Document for: Discussion & Decision  

1 Introduction
In radio communication channels, a certain level of noise and interference is unavoidable. To maintain the services, a traditional approach, consisting of the detection of errors and automatic retransmission requests, is adopted. Among various error detection techniques accommodating different requirements, two fundamental characteristics are observed.  First, error detection requires redundancy where the amount of transmitted information is above the required minimum. On the other hand, every error detection technique will fail to detect some errors. In particular, an error detection technique will always fail to detect transmission errors that convert a valid codeword into another valid codeword. Therefore, the objective in selecting an error detection code is to select the codewords that reduce the likelihood of transmission channel converting one valid codeword into another. 
Polynomial codes, involving generating check bits in the form of cyclic redundancy check (CRC), are widely used for error detection and correction because of their readily implemented using shift register circuits. In 3GPP protocol specifications [1][2][3][4][5], CRC error detection is provided on transport blocks (with CRC attachment) for both data and some control signalling messages. To simplify the consideration of related issue due to possible detection miss, certain agreement is expected from the support of concrete assumption. 

This document provides simulation results of CRC detection technique according to arithmetic analysis. It’s expected to support consideration on the CRC detection capability and the probability of error occurrences so that we can further make concise claims on the error handling. 

2 Discussions

2.1 Simulation procedure from arithmetic analysis

From the basic principle of CRC calculation, we know that the encoded codeword with CRC attachment is divisible by the same code generator, which is used to get the remainder CRC bits. Once the codeword data passed through the radio environment, the detection and estimation are applied to acquire the received codeword, which is assumed to be equal to the addition of transmitted codeword and channel impairments. Therefore, to verify whether the received sequence is detectable, we can simply use the specified generator sequence to divide the random generated error sequence, which is somewhat a random process with the choices of possible density distributions by taking into account of channel fading and Doppler spread effect (Refer to Figures in Appendix) as well as the appropriate bit error rate.  If the error sequence is divisible, it means the received sequence will be undetectable with the reason that received sequence has been converted to another valid codeword. In contrast, if the error sequence is not divisible, then the actual received sequence will be detectable. 

Figure 1 shows the relation of the sequences.
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 Figure 1
2.2 Choice of simulation parameters

According to the analysis, CRC error detection is capable for single error, double errors, odd number of errors, and error burst and so on with the existence of condition from using various CRC-X types.  In other words, the CRC-X type shall affect the capability of the detection. Based on several assumption, such as bit error rate from 10^-1 to 10^-3, sequence size where control message from tens to hundreds and data from hundreds to thousands, and jointly error probability density distribution (might combinations of Rayleigh, lognormal, Gaussian. Uniform, or Rice distributions) as well as the number of transmitted sequence (same as number of error sequence), we made choice of appropriate parameters for different CRC-x type (especially CRC-24 and CRC-16) to comply with the practical sense. 

3 Simulation results

With the combination choice of the parameters, our simulation results have shown that the probability of detection miss (undetectable for error) for control message is lower than 10^-9 level and is lower than 10^-8 level for data packet of assumed sizes. In most cases, to the end of the simulation, there is even no undetectable error at all.  We believe that in certain situations, the undetectable probability will be quite low in general based on our simulation. Due to simulation for more transmissions to be time consuming, these are the best results that we can approach for now. However, it is sufficient to show that the undetectable error happens rarely so that it can just be neglected for most considerations. Figure 2 shows the percentage demonstration for the number of detectable errors (green), undetectable errors (just single line because of zero count), and no errors (Blue) in simulated sequences. This presents the possible occupation among the total number of transmissions for each interested statistic. 
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Figure 3
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Figure 4

Figure 3 shows that the probability of detection miss (undetectable for error) for data messages is at or lower than 10^-8 level with parameters of 3000-bit data and 10^-3 BER example. Due to more processing power requirement caused by adoption of larger size, we can only approach to this level for now even though the simulation algorithm is quite optimized. 

Figure 4 shows that the probability of detection miss (undetectable for error) for control message is lower than 10^-9 level with parameters of 100-bit message and 10^-1 BER example. Figure 3 and Figure 4 only represent part of simulation results while all simulation and sequence generation are independent to each other respectively.

4 Conclusion

To avoid the controversy on certain circumstances due to possible undetectable errors, we provide the proof that the undetectable probability is fairly low. The number of simulated sequence should be sufficient to make the assumption that CRC residue errors could be ignored when considering error handling functionality for LTE specification development. We propose to have accordant agreement on the assumption and reflect the agreement in appropriate part of the RAN2 TR. 
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