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1. Introduction

RACH congestion has been a concern challenging the feasibility of group paging or group signaling and a backoff algorithm has been assumed as a valid solution for it. This paper presents a specific backoff algorithm to effectively and adaptively avoid RACH congestion. 
2. RACH overload problem and Backoff algorithm 

Figure1 shows RACH congestion problem and backoff algorithm to solve the problem. When a group signaling message, which means here any message soliciting multiple responses, arrives in a cell and then multiple UEs would commence RACH procedure at the same time. 
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Fig 1. RACH overload and Backoff algorithm 
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Even though RACH procedure has some means of collision avoidance (multiple signatures) and overload control (persistence value), those are not designed to deal with e.g. 100 simultaneous RACH accesses.

A simple solution to avoid simultaneous access of large number of UEs is distributing the access over the backoff window as shown in Fig 1. 
If we agree to use a backoff algorithm to avoid RACH congestion, then we have 2 open issues as follows
1. How to decide backoff window size

2. How to inform it to UEs who are interesting.

Following sections present SAMSUNG’s view on the issues

3. Backoff window size deciding, delivery and updating

3.1 Deciding initial Backoff window size and delivery
The performance of backoff mechanism would be decided by the backoff window size. If it is large, congestion probability would decrease at the expense of response time, while small backoff window would result in short response time but high overload probability. 

The most effective size of the backoff window would be the function of the number of who-will-respond, and the amount of RACH resource of the cell in question.  Since those 2 factors are highly cell specific and dynamic, applying same backoff window size for all cells seems not attractive option.  

The number of users for a MBMS service in a cell is not the information that RNC could always have. RNC knows the number of connected UEs in a cell, but it is not the case for the idle mode UEs. 

By the very definition of the idle mode, getting exact number of idle mode UEs per cell is impossible. However RNC could guess the number of idle mode UEs e.g. if SGNS informs the RNC how many idle mode UEs reside in a Routing Area associated with it, then RNC translates the number to the average number of UEs per cell.
So with the help from SGSN, RNC calculates initial backoff window size which it regards as optimal value, and then informs the value to interested UEs via group signaling message itself e.g. NOTIFICATION.  

3.2 Updating Backoff window size
Since the initial backoff window size is calculated from inaccurate information, the performance may not be optimal e.g. access rate could be too fast or too slow. 
Therefore updating mechanism is desirable. 

RNC usually monitors acknowledged preambles per cell, and this information could be a good indicator for the RACH status of the cell.
For example, big number of acknowledgements after backoff window size loading could mean that the back off window size needs to be enlarging so that access rate is slow down. 

Or no acknowledgements could mean that the back off window size is too big, and need to be smaller.
This updated backoff window size may be informed to UEs via a new MCCH message, so that UEs tune their access rate based on the RNC’s decision. 

4. Conclusion and Proposal
As summary, this paper proposes following procedures
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Fig 2. RACH congestion control procedure
1. The initial value of the backoff window size is decided based on the cell specific information. 
2. RNC sends NOTIFICATION message with the initial backoff window size. UEs receiving the message will start RACH access procedure according to the backoff window size.
3. After informing the initial backoff window size to UEs, RNC start monitoring RACH state of the cell.

4. If the RACH is too congested, then new backoff window size is delivered to make the access rate slower. Or If the RACH is too quite, then new backoff window size is delivered to make the access rate faster.

5. Step 3 and 4 continues until all UEs finish response or RNC decides to end the group signaling procedure via sending COUNTING STOP. 
It is proposed to capture the above procedure in the new section “10.x.1 RACH congestion control procedure” of MBMS TS.
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