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Introduction

We present a brief analysis of the possible HSDPA capacity in terms of number of users operating in parallel on the HS-PDSCH. We consider various traffic models such as WAP, HTML, FTP & video streaming and show that the number of users operating simulteanously on the HS-PDSCH channel  could be much higher than suggested in [1].

Assumptions

In this analysis we’re using the models and corresponding parameters discussed and agreed in the context of 3GPP2’s 1x-EV-DV evaluation framework [2]. The various parameters are listed in the Annex for WAP, HTML, FTP & video streaming which are all likely services over a Release-5 UTRA.

We have assumed tha the cell resource is fully dedicated to HSDPA channels and therefore that the cell throughput would be 2.5 Mbps.

Analysis based on simple analysis using mean values of the traffic models presented in the annex.

Results

Table 1 shows the number of users which could be served concurrently for the various models assuming a 90% system loading in all cases. Table 2 shows a possible mix of the different services and the resulting number of users concurrently on the system.

Table 1
	Traffic model
	# of users @ 90% load
	Packet call throughput

[kbps]

	WAP
	5270
	0.427

	HTML
	166
	13.540

	FTP
	48
	56.000

	Video Streaming
	70
	32.000


Table 2
	Traffic model
	Fraction of users per model


	Number of users

	WAP
	56.43%
	120

	HTML
	24.43%
	51

	FTP
	9.29%
	19

	Video Streaming
	9.85%
	20

	Total
	100%
	210


Discussion

We note that except in case of the FTP protocol, the number of users who can be served concurrently with a very good grade of service is relatively high. 

For WAP the reading time is assumed to be 5 second. It is not clear that the system throughput would be increased when the user is switched on and off active HSDPA mode since this involves some additional common channel overhead. On the other hand the quality of service may be degraded due to the additional latency.

For HTML it is obvious that the system would benefit from switching off the user during the reading time (30 s). To be fair in that respect the number should be scaled back according to the sum of delays involved with detecting & deciding that the user is “reading” and switching the user off. We believe that 5 sec. is a reasonable value and therefore the number of concurrent HTML users should be divided by 6.

For FTP, the users are by definition continuously on the channel. On the other hand the grade of service for FTP download may not be as critical as for the other services and operators may decide to serve more FTP users with a lower grade of service (i.e. session throughput).

For video streaming, there is no flexibility since the information is delay sensitive. It is still advantageous to support such users on HSDPA when the receiver can absorb a certain delay jitter. 

Conclusion

We have shown that for some services and mix of services, a release-5 UTRA could support a high number of simulteanous active users. However this analysis has not taken into account the impact of the control channel overhead associated with that many users and assumes that the system can efficiently support many users on the HSDPA channels.
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Annex – Traffic models

The context and  parameters of the models defined in [2] and used in this contribution.

WAP model
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Figure 2.1.3.4‑1 Packet Trace for the WAP Traffic Model

Table 2.1.3.4‑1 WAP Traffic Model Parameters

	Packet based information types
	Size of WAP request
	Object size
	# of objects per response
	Inter-arrival time between objects
	WAP gateway response time
	Reading time

	Distribution
	Deterministic
	Truncated Pareto

(Mean= 256 bytes, Max= 1400 bytes)
	Geometric
	Exponential
	Exponential
	Exponential

	Distribution
Parameters
	76 octets
	K = 71.7 bytes,
( = 1.1
	Mean = 2
	Mean = 1.6 s
	Mean = 2.5 s
	Mean = 5.5 s


HTTP model
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Figure 2.1.3.2.1‑1 Contents in a Packet Call

Table 2.1.3.2.2‑1 HTTP Traffic Model Parameters
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FTP Model

Table ‑1 FTP Traffic Model Parameters
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Video streaming model
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 Figure 2.1.3.5‑1 Video Streaming Traffic Model
Table 2.1.3.5‑1 Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 125bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 20bytes
( = 1.2
	K = 2.5ms
( = 1.2


Annex – Derivation of results

WAP traffic

Let’s define:

· RS = request size

· GRT = mean WAP gateway response time

· NO = mean number of objects per response

· OS = mean object size

· IA = inter-arrival time between objects

· RT = mean reading time

· CR = mean channel service rate

· UBRWAP = mean user bit rate

· NWAP = average number of users

· M = mean number of bits which are transmitted to user

· U = utilization of channel

· f = fraction of time that user transmits

We have



· f = {TCL – RT – GRT - [(NO – 1) x IT]]}/TCL





For TCL, we have

· TCL = a + OS/{CR/[1 + (NWAP-1) x f]}, with a = RT + GRT + ([NO – 1] x IA)

(1)

The mean user bit rate is



· UBRWAP = (NO x OS)/TCL








The average number of users is

· NWAP = (U x CR)/UBRWAP = (U x CR x TCL)/(NO x OS)

(2)

Equations (1) and (2) give the following equation for TCL:

· TCL2 x [1 – (U/NO)] – TCL x [1 – (U/NO)] x a – a x b = 0, with b = OS/CR

(3)

Substituting the solution of (3) into (2), we get a formula for NWAP,

· NWAP = {a + [a2 +(4 x a x b/[1 – (U/2)])]1/2} x {U/(2 x b x NO)}

(4)


HTTP traffic

Let’s define:

· RT = mean reading time

· MPS = mean main page size

· EOS = mean embedded object size

· NEO = mean number of embedded objects per page

· PT = mean parsing time

· TCL = mean transmission circle (the time from start to start of reading time)

· f  = fraction of time that user transmits

· CR = mean channel service rate

· NHTTP = average number of users

· U = utilization of channel

· UBRHTTP = mean user bit rate (the average # bits over a TCL)

We have

· f  =  (TCL – RT – PT)/ TCL                                                                                     
(1)

For TCL, we have

· TCL = RT + (MPS + NEO x EOS)/{CR/[1+(NHTTP – 1) x f]} + PT                               
(2)

Using the equation

· NHTTP = (U x CR x TCL)/ (MPS + NEO x EOS)                                                             
(3)

and the equations (1) and (2), we get the following quadratic equation for TCL:

· TCL2 x (1- U) – TCL x (RT + PT) x (1 – U) - (MPS + NEO x EOS) x (RT + PT)/CR = 0  
(4)

Substituting the solution of (4) into (3), we get a formula for NHTTP,

· NHTTP = {(RT + PT) + [(RT + PT)2  + 4 x (RT + PT) x (MPS + NEO x EOS)/(1-U) x CR]1/2 } x U x CR/[2(MPS + NEO x EOS)]  
(5)

FTP traffic

We present the general model. Results in Table1 uses RT=0 as in case of FTP transfer the system can allocate and de-allocate resource between “files” (the corresponding overhead is relatively small given the size of the “file”).

Let’s define

· S = mean file size

· RT = mean time between files (reading time: time from the end of packet file to start of next)

· TCL = transmission cycle (from start to start of packet file; contrast with RT)

· CR = mean channel service rate

· NFTP = average number of users

· f = fraction of time that user transmits

· U = utilization of channel

· UBRFTP = average number of bits over a TCL

We have

· f = (TCL-RT)/TCL
(1)

When a file is downloaded, it is competing for the channel rate with a fraction f of the other users, so

· TCL = RT + S / [CR/ {1+ (NFTP -1) x f}]
(2)

From (1) and (2), we have

· TCL = RT + (S x NFTP)/CR -  (S x NFTP x RT)/(CR x TCL) + (S x RT)/(CR x TCL)
(3)

Multiplying (3) by TCL, we get

· TCL2 - TCL x [RT + (S x NFTP)/CR] + (S x NFTP x RT)/CR -  (S x RT)/CR = 0
(4)

The definition of U is

· U = (NFTP x UBRFTP)/CR
(5)

and UBRFTP is the average # bits over a TCL:

· UBRFTP = S/TCL
(6)

From (5) and (6), we have

· NFTP = (U x CR x TCL)/S
(7)

Now, we have two nonlinear equations (4) and (7) which relate TCL and NFTP. 

Substituting (7) on the left-hand side of  (4), we get

· TCL2 x [1-U]  - TCL x RT x [1-U] -  (S x RT)/CR = 0
(8)

Video Streaming

Let’s define

· T = inter-arrival time between the beginnings of frames

· NP = number of packets in a frame

· PS = packet size

· TCL = transmission cycle

· UBRVIDEO = average number of bits over a TCL

· U = utilization of channel

· NVIDEO = average number of users

· CR = mean channel service rate

We have:

· TCL = T 

and

· UBRVIDEO = (NP x PS)/TCL

Which leads to:

· NVIDEO = (U x CR)/UBRVIDEO
Mixed traffic

Let’s define:

· fWAP   = fraction of traffic users for WAP traffic

· fHTTP   = fraction of traffic users for HTTP traffic

· fFTP   = fraction of traffic users for FTP traffic

· fVIDEO   = fraction of traffic users for VIDEO traffic

· UBRWAP   = average bit rate for user of WAP traffic

· UBRHTTP   = average bit rate for user of HTTP traffic

· UBRFTP   = average bit rate for user of FTP traffic

· UBRVIDEO = average bit rate for user of VIDEO traffic

· N = total number of users in combined traffic

· CR = channel rate

· U = channel utilization

· UBR = averaged (over traffic classes) user bit rate

The averaged bit rate is

· UBR = (fWAP x UBRWAP ) + (fHTTP x UBRHTTP ) + (fFTP x UBRFTP ) + (fVIDEO x UBRVIDEO )

The combined traffic must satisfy

· UBR = U x CR

This gives

· N =  (U x CR)/ UBR
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