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1
Introduction

After the RAN#71 meeting, a new NR SI was agreed followed by the NR WI [1], with the main objective of developing a new radio access technology. One of the new features provided by the NR technology and 5G core is the per-flow QoS model and slicing, both of which have commonalities in a sense that the RAN network might need to support more dedicated radio bearers (DRBs) to allocate the traffic with different characteristics into different DRBs. 
During the RAN2#99 meeting, RAN WG2 discussed and agreed that up to 8 slices could be established per a UE. However, RAN WG2 did not tackle a more fundamental question on how many DRBs could be instantiated. Based on the LS sent to SA WG3 [2], there is a working assumption that the DRB ID space is 0..31, but that does not necessary mean that up to 32 DRBs could be configured. Furthermore, SA WG2 has been also asking what RAN WG2 assumptions are concerning the number of radio bearers in NR.
In this discussion paper we elaborate on certain features that become available with introduction with 5GC and try to present a big picture on how many DRBs we might need accounting for a new QoS per-flow model and slicing. 

2
Number of DRBs for NR
Before delving into considerations on how many DRBs we might need for the NR technology, it bears mentioning that there are several architectural options in which the master node is either connected to EPC or 5GC. If the master node is connected to EPC, then our view is that we follow what the EPC framework offers. In other words the number of DRBs that can be established per a UE is at least 8, as per legacy LTE functionality. It should be noted that there is an ongoing discussion for LTE to extend the number of DRBs (as also asked in [3]), and if this extension becomes available for EPC, then it will automatically become feasible to the corresponding NR architectural options.

Proposal 1:
When the master node is connected to EPC, the maximum number of DRBs that can be established per a UE is governed by what the EPC framework allows (i.e. 8 as per legacy LTE functionality or more if the corresponding extension is agreed). 

As for the architectural options when the master node is connected to 5GC, we should account for new NR features, such as per flow QoS model and slicing, to understand better potential requirements regarding the maximum number of supported DRBs. 

From the viewpoint of a new QoS model, the core network classifies data into so-called QoS flows, whereupon several TCP connections and/or UDP sessions can be assigned the same QoS flow. Then, it is the RAN responsibility to map the QoS flows into DRBs, and several QoS flows can be mapped into the same DRB. As can be seen, if the RAN supports only a limited number of DRBs, then there is no incentive for the core network to apply a new QoS model. In other words, if RAN supports only a limited number of DRBs, then the outcome would be the same as if when the core network did not apply any classification and all the packets would go to the same default DRB. The full power and benefit of a new QoS model can be realized only when the RAN can establish a number of DRBs thus protecting traffic from different connections or services. As per preliminary RAN WG2 agreements, the QoS flow ID is going to take 6 or 7 bits thus allowing the core network to segregate traffic into 64 or 128 QoS flows per a PDU session, respectively. From that perspective, it would be sub-optimal to have just 8 or 16 DRBs for the whole UE. 
Observation 2a: 
A small number of DRBs per a UE will diminish the value of a new QoS model, in which up to 64/128 QoS flows can be signalled from the core network.

From the viewpoint of slicing, RAN WG2 has made a decision that up to 8 slices can be established per a UE. According to the previous RAN WG2 agreements, each slice is implemented by means of the PDU sessions, i.e. up to 8 PDU sessions can be established per a UE if the network decides to utilize the maximum number of available slices. It also important to note that according to the SA WG2 architectural decision, one slice can comprise one or several PDU sessions. In other words, the maximum number of 8 slices could be translated into more than 8 PDU sessions established per a UE (in fact, even a fewer number of slices can result in a larger number of slices if every slice establishes more than 1-2 PDU sessions). From the RAN perspective, each PDU session means that least one (default) DRB should be established, but in many cases each PDU session could cause establishment of at least 2 DRBs, if the RAN network wants to protect default traffic from packets that need to have a special treatment. 
Observation 2b: 
A small number of DRBs per a UE will diminish the value of a new slicing model, in which up to 8 slices can be established resulting in 8 or more PDU sessions.
Table 1 below presents a small summary of our considerations indicating how many DRBs we could have in LTE and how many DRBs we might need for NR accounting for the fact that there will be a new QoS and slicing model. As can be seen from the table, accounting for the potential number of QoS flow, slices and PDU sessions per a slice, more than 8 DRBs for NR are needed.
Table 1: Overview of the number of QoS flows, slices, PDU sessions, and DRBs.
	
	LTE
	NR

	Max. number of QoS flows
	-
	64/128(1)

	Max. number of slices
	-
	8

	Max. number of PDU sessions
	8(2)
	32(2)

	Max. number of DRBs
	8
	32

	

	NOTE1:   RAN WG2 has not decided yet the QFI size

NOTE2:   The maximum number of PDU sessions is effectively limited by the maximum number of DRBs that can be established.


At this point it also bears noting LS from RAN WG2 to SA WG3 indicating a working assumption to have the DRB ID space of 0..31 [2]. From that perspective, unless we decide to make more radical changes in the security framework, it is proposed that the maximum number of DRBs that can be established per a UE is 32. Draft TS 38.321 specification already allocate 6 bits for the LCID field (see Annex A) that can accommodate up to 32 DRBs.
Proposal 2a:
When the master node is connected to 5GC, the number of DRBs that can be established per a UE is 32. 

With regards to Proposal 2a, there is an open question on whether it can be applied to architectural options 5 and 7 when the LTE master node is connected to 5GC. On the one hand, since it is the LTE based UE and eNB, one could argue that we should have as many bearers as LTE framework allows. On the other hand, this is not a legacy UE and the LTE eNB is anyway connected to 5GC intending to support and provide new 5GC features and services. From that perspective, it is reasonable to assume that the maximum number of bearers will be 32.
Proposal 2b:
Proposal 2a also applies to the architectural option 5 and 7 when the LTE master node is connected to 5GC. 
3
Conclusions

In this discussion paper we have presented our considerations on how many DRBs we might need for the NR radio access technology accounting for the features and potential requirements. For those architectural options when the master node is connected to EPC, we suggest following what the current EPC framework allows (or might provide if further extensions are agreed). As for the case when the master node is connected to 5GC, our view is that the maximum number of radio bearers should be extended to support more efficiently new 5GC features, such as per-flow QoS model and slicing. This applies also to the architectural options when the master node is LTE, i.e. options 5 and 7.
Proposal 1:
When the master node is connected to EPC, the maximum number of DRBs that can be established per a UE is governed by what the EPC framework allows (i.e. 8 as per legacy LTE functionality or more if the corresponding extension is agreed).
Proposal 2a:
When the master node is connected to 5GC, the number of DRBs that can be established per a UE is 32. 

Proposal 2b:
Proposal 2a also applies to the architectural option 5 and 7 when the LTE master node is connected to 5GC. 

Proposal 3:
Send LS to CT and SA WGs indicating RAN WG2 decision.
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Annex A: TS 38.321
6.1.2
MAC PDU (DL-SCH and UL-SCH except transparent MAC and Random Access Response)
A MAC PDU consists of one or more MAC subPDUs. Each MAC subPDU consists of one of the following:

-
A MAC subheader only (including padding);

- 
A MAC subheader and a MAC SDU;

-
A MAC subheader and a MAC CE;

-
A MAC subheader and padding.

The MAC SDUs are of variable sizes.
Each MAC subheader corresponds to either a MAC SDU, a MAC CE, or padding.
A MAC subheader except for fixed sized MAC CE and padding consists of the four header fields R/F/LCID/L. A MAC subheader for fixed sized MAC CE and padding consists of the two header fields R/LCID.
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Figure 6.1.2-1: R/F/LCID/L MAC subheader with 8-bit L field

LCID
R

Oct 1
F
L
Oct 2



