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1 Introduction
RAN2 has made general agreements for the RRC connection control [1]. Additionally, the email discussion report [99#29][NR] Connection Control (Intel) [2] focus on the reject from INACTIVE. However, we believe some further detailed discussion is needed regarding RRC connection response message with reject and related security issue.
2 RRC connection control from INACTIVE
When paging/uplink traffic is arrived or paging area update is need, UE transmits RRC connection request kind of message (i.e. MSG3) on SRB0. Based on the cause included in RRC connection request, CN/RAN load condition, the success or failure of UE context retrieval,  the new gNB can decide to transit the UE in INACTIVE to CONNECTED state or move the UE to IDLE state or even return the UE back to INACTIVE state as shown in Figure 1.

 
Figure 1: RRC state transition cases from INACTIVE.
Whatever is the RAN decision, the gNB needs to send RRC connection response (i.e. MSG4) to the UE. It needs to be analysed and discussed in what scenarios the gNB sends the MSG4 on SRB1 and in what scenarios it is sent on SRB0. Note the MSG4 if sent on SRB0 is not security protected whereas when sent on SRB1 is security protected.
2.1 RRC state transition from INACTIVE without UE context
When the gNB is overloaded and it receives MSG3 (regardless of the cause) due to the heavy RAN, gNB admission control does not care to retrieve the UE context from the old gNB and simply can reject the UE request. In such overload case the gNB can send the RRC connection response (i.e. MSG4) on SRB0 as shown in Figure 1. 
Since the reject message will not contain any information which requires security protection such as corresponding resume ID, RAN paging area configuration, it can be sent on SRB0. In the RAN overload case the UE context is not available  the MSG4 sent on SRB0 can return the UE to INACTIVE by including a target RRC state in MSG4 as shown in Case (1) in Figure 1. The MSG4 on SRB0 will also wait time because it is RAN overload condition. 
Otherwise when it is no RAN overload situation, the gNB initiates X2 procedure for UE context retrieval (regardless of the cause in MSG3). If the UE context retrieval fails and the cause in MSG3 is RAN paging area update the gNB sends MSG4 on SRB0 moving the UE to IDLE by including a target RRC state in MSG4 as shown in Case (1) in Figure 1. If the cause is for resume and the UE context retrieval has failed then in order to transit the UE to CONNECTED state, the gNB initiates RRC setup procedure with MSG4 on SRB0 as marked with Case (2) in Figure 1.
Based on above discussion we propose:
Proposal 1: When gNB does not have the UE context, the gNB should be able to send the response message on SRB0 and indicate the target UE state in the response message, i.e. INACTIVE or IDLE.
2.2 RRC state transition from INACTIVE with UE context
On the other way, if gNB can retrieve UE context successfully, and the UE context is verified as valid, then MSG4 can be sent on SRB1 regardless of the cause included in MSG3. Note that MSG4 sent on SRB1 is at least integrity protected and may be ciphered if required [3]. If the cause is to resume then UE can resume to CONNECTED with the reception of MSG4 on SRB1 which may include dedicated radio resource configuration, security information etc. shown as Case(4) in Figure 1. 
If the cause in MSG4 is RAN paging area update and the UE context retrieval is successful and valid then MSG4 sent on SRB1 returns the UE to INACTIVE with Resume ID, new RAN paging area information, RAN paging cycle information etc. Note that since MSG4 is sent on SRB1 the included information is security protected. This is referred as Case (3) in Figure 1 where a target RRC state is included to inform the UE to remain in INACTIVE.  
If the UE context retrieval is successful and valid but the core network indicates core overload situation then gNB can send MSG4 on SRB1 and return the UE to either INACTIVE or move the UE to IDLE depending on the cause indicated by the core network. The MSG4 on SRB1 includes the cause indicated by core network. This is referred as Case (3) in Figure 1 where a target RRC state is included to inform the UE to remain in INACTIVE or move to IDLE.
Based on above discussion we have sufficient motivation to:
[bookmark: OLE_LINK1]Proposal 2: When gNB has the UE context, the gNB should be able to send the response message on SRB1 and indicate the target UE state in the response message, i.e. INACTIVE or IDLE.
When gNB can retrieve the UE context successfully, MSG4 on SRB1 and this procedures is not used for reject but updating the INACTIVE state parameters. And the IDLE parameters or INACTIVE parameter update can be done since MSG4 is integrity protected.
3 RRC signaling details for transition from INACTIVE
In this section, we elaborate further on the RRC signalling details for state transition from INACTIVE to IDLE or INACTIVE pointing out that the NR system should be flexible and ready to cover various scenarios. As the result, there should be a way to move a UE from the INACTIVE state to other states with minimum signalling overhead.
There can be various error cases whereupon a UE loses its context and/or re-sorts for re-establishing its RRC connection and the AS context. In addition to that, there is a normal RRC connection release procedure triggered by the network internal RRM mechanisms. Even though we can assume that a UE with no user plane activity will be kept in the INACTIVE state for a long period of time, we cannot assume that the network will keep UEs infinitely in that state; neither can we enforce such network behaviour. Furthermore, even though the network in principle can remove the UE context without informing the UE and ask it to establish a new connection upon the next connection attempt, we do not think that it will be the most efficient way to run the whole system as the UE will need more time to resume its connection. 
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Figure 2: Signaling procedure for transition from INACTIVE to IDLE (full).
As already discussed during the RAN2#98 meeting, the baseline procedure for re-configuring a UE from INACTIVE to e.g. IDLE is so that the network brings a UE first to the CONNECTED mode, from which its connection can be released to IDLE. However, as can be seen from Figure 2, it will involve a non-trivial number of RRC messages exchanged between the gNB and UE, as the former will have to page a UE (1 message), ensure that it has entered the CONNECTED mode (3 messages for the baseline resume procedure), and finally release the connection (1 message). To our view this sequence of actions is more applicable to a case when the network indeed has a reason to move a UE to the CONNECTED state, e.g. user plane date, after which it can be released to IDLE. 
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Figure 3: Signaling procedure for transition from INACTIVE to IDLE (optimized).
One of the simplest ways to reduce number of RRC messages is to allow the network to send all the necessary information immediately in the RRC message in response to the request message [4]-[7]. The corresponding set of message is described in Figure 3 below, involving 3 RRC message exchanged between the UE and the network. It should be noted that even though Figure 3 illustrates the case with the IDLE state, there could be also the INACTIVE state as already presented earlier in section 2.
Proposal 3:	Introduce a way to move a UE to the IDLE or INACTIVE state from INACTIVE without a need to transit to the full CONNECTED state (i.e. with a single response message).
It of course should be discussed further whether the response message in this case shall be always ciphered and sent over SRB1 so that a UE can trust it, or whether we also allow for the response message sent over SRB0. As already explained earlier in section 2, our current view is that there should be no issue with sending this message SRB1, when the message is at least integrity protected. It can be discussed further whether we allow this transition for SRB0 and if so, which kind of restrictions on the SRB0 content we could have in this case.
4 RRC connection reject from INACTIVE
In this section, we provide our views on what possible actions the gNB can take during resumption if it is congested. Further, we do not see the need to restrict the gNB actions to particular handling and leave the handling to sensible gNB implementation.
4.1	What kind of message to reject the resume request
The gNB may take the same action regardless of the RRC message is to establish the connection or to resume the connection (e.g. during congestion). If we can assume that the admission control policy in the gNB takes necessary action when the gNB receives the RRC message from the UE to either resume the connection or to establish the connection. It is reasonable that the admission control policy in the gNB may not differentiate between the RRC Connection Request kind of message and the RRC Resume Request kind of message when the gNB is congested. 
When the gNB rejects the request (eg. due to congestion), the UE security context is not available and hence the reject kind message should be sent on SRB0. The gNB responds with RRC Connection Reject kind of message and thus it should be sent on SRB0. This means the when the RRC connection request or RRC resume request is received by the congested gNB, the gNB simply rejects the UE without even looking at the kind of message. Therefore, typical gNB implementation does not even attempt to retrieve the UE context and since there is no security context the only option is to send the reject kind message on SRB0.  
Further, the UE can only be rejected back to INACTIVE on SRB1. It would be good to clarify that when the gNB is congested and SRB1 should be used to reject the UE then it imposes the requirement on the congested gNB to make an attempt to retrieve the UE context. We believe such requirement should not be imposed on the gNB implementation. 
Observation 1: The RRC resume request should be responded with the RRC connection reject kind of message sent on SRB0 (e.g. when the gNB is congested).
Note that the names used for the messages (e.g. RRC reject message) is for explanation purpose and the actual message names should be discussed separately as part of the RRC message harmonization/unification discussion.
4.2 	What target state can the reject message indicate
If companies agree with Proposal 3, then the question to be answered is whether the reject message sent on SRB0 can indicate a target state in response to the resume request message. The options for the target state are:
1. Reject back to INACTIVE on SRB0
2. Reject to IDLE on SRB0
It would be good to first understand what the implications are if it is allowed to reject to either of the target states depending on gNB decision. During the email discussion for discussion point 18, some companies expressed the view to reject the UE on SRB0 back to INACTIVE only and not allowing the gNB decision to reject the UE on SRB0 to IDLE. The reason that the UE cannot be rejected to IDLE is cited based on security concern related to DoS attack. This argument is used referring to the SA3 LS (i.e. R2-167436 [8]) which in our understanding talks about a different situation and cannot be generalized for the situation in discussion point 18. The SA3 LS answer for the situation when resume request is for RAN paging area update when the UE moves to a new RAN paging area, then it is required that the new gNB retrieves the UE context and after successful retrieval send back the UE to light connected (read here as INACTIVE) on SRB1. We agree with the answer in the SA3 LS and think this message is not a reject kind message but a different kind of message sent on SRB1. In the LS exchange [8][9] between RAN3/RAN2 and SA3 there is no discussion on the gNB congestion handling situation which is the main issue for discussion point 18, so it is unreasonable to cite the SA3 LS. Even if we consider the DoS attack due a fake gNB that rejects the UE to IDLE, this issue is not restricted to the resume procedure but also applicable to the connection establishment procedure where a fake gNB can reject the UE to launch a DoS attack. Further, the fake gNB problem is a general problem (refer SA3 LS i.e. R2-1707449 [10]) which is currently under discussion in SA3 and SA3 is seriously analysing the fake gNB identification issue. The concern of a DoS attack launched by a fake gNB that rejects the UE to IDLE is a general problem and not restricted for the resume procedure. SA3 is analysing the fake gNB identification.
MSG4 on SRB0 to move the UE to IDLE (or also moving to INACTIVE on SRB0) is supported in LTE, there is no DoS issue when the MSG4 just includes wait time of small value. It is merely temporary service degradation which is business as usual.
Based on the discussion above we see no reason to restrict the gNB decision to reject the UE to a target state i.e. either INACTIVE or IDLE on SRB0. If the UE is rejected to IDLE or INACTIVE with a wait time since the gNB is congested, then this cannot be considered as a DoS attack but merely service degradation irrespective of target state is IDLE or INACTIVE. After the expiry of the wait time if UE was sent to INACTIVE then the resume procedure is attempted again and the gNB (if not congested) would try to retrieve the UE context from old gNB. If UE was sent to IDLE then after expiry of wait time connection establishment procedure is attempted with some increased signalling. However, in both cases some service degradation is experienced by the UE.  
Observation 2: Rejecting the UE to IDLE or INACTIVE on SRB0 with a wait time cannot be considered as a DoS attack, it is merely some service degradation that the UE experiences regardless of the target state.
On SRB0 regardless of the target state (INACTIVE or IDLE) the MSG4 should only contain wait time and nothing else like LTE. HW propose to include additional info but we should question integrity protection is needed for additional info so cannot be included. Not adding anything to MSG4 on SRB0 simply resolves the concerns on DoS attack.
4.3 	Security issues when the UE is rejected to INACTIVE on SRB0
There are two more security issues which need further discussion when the UE is rejected to INACTIVE on SRB0. The first issue is about the reuse of the authentication token (e.g. the short MAC-i) sent in MSG3 i.e. the resume request kind message. The rejected UE attempts resumption after the expiry of wait time and includes the same authentication token previously used if the new gNB has not changed. Even though the authentication token is reused, it was not consumed in the previous attempt when the request was rejected i.e. gNB did not make an attempt to retrieve the UE context. Since the authentication token is just used to locate the UE context and not used any further after the resumption, in our understanding it should not be a problem to reuse the authentication token. However, this needs to be confirmed after consultation with SA3. Reuse of the previously used authentication token when the UE was rejected to INACTIVE on SRB0 may not be a security threat. However, this can be confirmed after consultation with SA3.
The second issue is about a fake UE getting hold of the authentication token and resume ID of the genuine UE from the resume request (i.e. MSG3 is unprotected) which was rejected. The fake UE can use the authentication token and resume ID within the same gNB which had rejected the genuine UE. However, that gNB was congested and hence it rejected the genuine UE. Therefore, the fake UE request getting entertained by that gNB which was congested some time ago is less probable. Assuming when the fake UE attempted the request, the gNB is not congested then it would result in re-location of the UE context of the genuine UE from the old gNB to new gNB. However, the resume will not be successful for the fake UE since the fake UE does not have the security keys. If the fake UE has the security keys, then the security threat is not related to the reuse of the authentication token and resume ID but compromise of the security key which is a different issue altogether. Based on above discussion we observe:
Observation 3: The consequence of fake UE using the authentication token and resume ID of the genuine UE results only in relocation of the UE context from the old gNB to the new gNB.
Therefore when the genuine UE attempts the resumption later, the UE context is not available in the old gNB and as a result the genuine UE will be asked to fall-back by sending the connection setup message.
Based on the above discussion and observations#3 to observation#6, we think the gNB implementation should not be restricted for the transmission of MSG4 on SRB0. The options shown in the Figure 1 (left hand side of the topmost decision box) should be allowed.
5 Conclusion
RAN2 is requested to discuss and if possible agree on the following proposal for NR RRC state transition from INACTIVE:
Proposal 1: When gNB does not have the UE context, the gNB should be able to send the response message on SRB0 and indicate the target UE state in the response message, i.e. INACTIVE or IDLE.
Proposal 2: When gNB has the UE context, the gNB should be able to send the response message on SRB1 and indicate the target UE state in the response message, i.e. INACTIVE or IDLE.
Proposal 3:	Introduce a way to move a UE to the IDLE or INACTIVE state from INACTIVE without a need to transit to the full CONNECTED state (i.e. with a single response message). 
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Annex
RAN2 has made the following agreements in RAN2#99 regarding to the RRC state transition especially for state transitions from INACTIVE to CONNECTED [1]:
Agreements

12.	For INACTIVE to CONNECTED RRC transition, RRC Connection Resume Request kind of message is sent over SRB0 carried by RACH MSG3.
FFS whether to have a common message/procedure for INACTIVE to CONNECTED RRC transition, RAN location area update (RLAU), re-establishment and for IDLE to CONNECTED transition.
13.	For INACTIVE to CONNECTED RRC transition, when RAN successfully retrieves and verifies the UE context, RRC Connection Resume kind of message is sent over SRB1 carried by RACH MSG4 with at least integrity protection to resume the RRC connection and, if required, dedicated radio resource configuration.
FFS NR security framework for INACTIVE UEs.
15.	For INACTIVE to CONNECTED RRC transition, when RAN successfully retrieves and verifies the UE context, MSG5 is RRC Connection Resume Complete kind of message over SRB1.
FFS whether this MSG5 can be omitted in some case
16.	For INACTIVE to CONNECTED RRC transition, when RAN cannot successfully retrieve and verify the UE context, RRC Connection Setup kind of message (same as used in agreement 8) is sent over SRB0 (which would enable a fallback to establish a new RRC connection similar to Rel-13 LTE).
17.1.	For case described 16, the UE releases the AS security context, as well as, AS context related configurations kept while in INACTIVE. 
17.2.	For case described 16, the UE AS informs the UE NAS of a fallback to establish a new RRC connection due to a failure while resuming resulting in a NAS Service Request message to establish a new connection.
21.	RRC Connection Resume Request kind of message includes UE identity (or UE context identity), establishment (or resume) cause information and UE's security information (e.g. authentication token).
FFS if MSG3 also could also include other information
22.	RRC Connection Resume kind of message can optionally include the dedicated radio resource configuration 
FFS: Whether RRC Connection Resume Complete includes NAS PDU, 5CN node selection information (e.g. selected PLMN identity or NSSAI)
26	For CONNECTED to INACTIVE RRC transition, a RRC Connection Release kind of message is used and is sent over SRB1 (as described in proposal 10).
27	For CONNECTED to INACTIVE RRC transition, the RRC Connection Release kind of message includes (a) the same information as listed in proposal 11 (i.e. cause information, redirect carrier frequency and mobility control information), and can include (b) UE identity (or UE context identity), and optionally (c) suspension/inactivation indication (FFS if implicitly or explicitly), (d) RAN configured DRX cycle, (e) RAN periodic notification timer, and (f) RAN notification area.

29.	In the following cases the UE releases the UE context, UE AS informs UE NAS
29.1.	Case (b) upon failure of resume procedure (including the RAN update case);
FFS Whether this applies in all cases of failure of resume procedure
29.2.	Case (d) upon reselecting to other RAT; 
29.3.	Case (e) upon reception of CN initiating paging; 
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