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1 Introduction

In RAN2 #99, and email discussion was started with the following target [1]:
· To progress proposals 18, 19, 20 (Reject on SRB1 or SRB0 and the target state) from R2-1708799. 
The conclusions to this email discussion propose the following:

Proposal 1. [To agree] A UE in INACTIVE, trying to resume an RRC connection, can receive MSG4 sent over SRB0 (without Integrity protection) to move the UE back into INACTIVE.
Proposal 1.1. [To agree] To send an LS to SA3 to check whether there is any security concern with proposal 1 e.g. due to DoS attach (i.e. rejection to INACTIVE by a fake gNB multiple successive times, and/or with long wait time) and replay attack (i.e. UE transmitting the same MAC-I multiple times).
Proposal 2. [To agree] UE in INACTIVE, trying to resume an RRC connection, cannot receive MSG4 sent over SRB0 (without Integrity protection) to move the UE into IDLE.

Proposal 3.  [To discuss] If proposal 6 is not agreed but instead it is agreed, that a UE in INACTIVE, trying to resume an RRC connection, can receive MSG4 sent over SRB0 (without integrity protection) to move the UE into IDLE), this MSG4 can include wait time, deprioritisationReq, dedicated priority and cell reselection priorities.

Proposal 3.1. [To agree] If proposal 7 were agreed (instead of proposal 6), to send an LS to SA3 to check whether there is any security concern with proposal 7 e.g. due to DoS attach when rejecting a UE in INACTIVE to IDLE (i.e. change in state of UE) by a fake gNB which may make the UE unreachable for extended periods (even beyond wait timer), and/or may affect both UE performance (fast accessibility to the NW in INACTIVE) and NW performance (additional signaling to re-establish UE’s context).
In this contribution, we discuss some open issues on the Connection Control Procedure.
2 Open Issues on Connection Control Email Discussion 
2.1 Discussion of Required LS to SA3
In the conclusion of the email discussion on connection control, a number of the proposals/discussion points indicate a need for an LS to SA3.  

On the discussion point of supporting a REJECT on SRB0 to move the UE to RRC_INACTIVE, a majority of companies see a need for this.  The main use for REJECT on SRB0 is to simplify congestion control at the NW.  A gNB which receives a “resume” request from a UE may be congested and would want to keep the UE in RRC_INACTIVE for some time.  The gNB could receive requests from many such UEs, and it would be preferred if there was no need for the NW to fetch the UE context (potentially stored in another gNB) each time.
Observation 1:
The main use for sending REJECT over SRB0 is to support congestion control without the need to fetch the UE context.

While we think this is a valid motivation, we see two main security concerns with this approach, as pointed out in the email discussion: 
Replay attack: A reject over SRB0 does not allow the UE to be reconfigured (securely) with a new NCC or a new UE ID.  As a result, subsequent transmissions of the request by the UE will use both the same UE ID and the same authentication token (short MAC-I), opening up the risk for reuse of the same MSG3 by an attacker.  
Denial of service attack: Since the REJECT over SRB0 is not integrity protected by the NW, an attacker may deny service to the UE for a long period of time either by including a long wait time in the reject message, or by sending successive reject messages to the UE’s.  While the same denial of service risk will exist in the case of a UE in RRC_IDLE, it may be less acceptable for a UE in RRC_INACTIVE since the UE has an active security context in the network already.     
Given the possible security concerns, RAN2 should clarify the motivation for the use of REJECT over SRB0 in the LS to SA3.  We also feel it necessary to express the desire from RAN2 side to support this, but ensure that SA3 has some inputs, given also that SA3 expressed concerns with REJECT on SRB0 during the light connection work item in an LS that was sent to RAN3 [2].
Observation 2:
RAN2 should indicate to the LS to SA3 that the main use for sending REJECT over SRB0 is to support congestion control without the need to fetch the UE context.

For denial of service attack, the security concerns would be related to the wait time and number of successive rejects.  We should therefore ask SA3 whether there should be any limits on these values to be included in the reject message.
Proposal 1:
Ask SA3 whether RAN2 should have some limits on the value of wait time and the number of allowable successive REJECTs to INACTIVE.

The congestion control scenario can be handled with a reject to RRC_INACTIVE.  We do not see any other valid scenarios required to send reject over SRB0, since if the NW has access to the UE context, there are no disadvantages to send MSG4 both integrity protected and ciphered.  Furthermore, there would be no added advantage for the congestion control scenario to send the UE to RRC_IDLE state, since it would only increase the overall signalling over the air (for the UE to later start a new connection establishment) and require unnecessary establishment of a new UE context.  We therefore do not need to discuss such a possibility in the LS to SA3.  
Proposal 2:
The REJECT to IDLE on SRB0 is not supported in RAN2.  

A draft LS has been prepared based on the above proposed questions and is in the Annex of the document.
Proposal 3:
RAN2 to discuss and approve the draft LS text in the Appendix.

2.2 Need for REJECT to IDLE with SRB1

Although REJECT to RRC_IDLE with SRB0 should not be supported, the network may want to move a UE in RRC_INACTIVE to RRC_IDLE following a period of inactivity.  While this would be possible using a REJECT transmitted on SRB1, this case is mostly an optimization (both in terms of signalling and power consumption at the UE) of the current agreed baseline of paging the UE to move it to RRC_CONNECTED and then releasing it to RRC_IDLE.  
An alternative way to achieve the same optimization with no UE power consumption, no signalling, and little standardization effort would be to allow the network to configure an inactivity timer.  Such inactivity timer could be restarted at each UE attempt to trigger a transition to RRC_CONNECTED. 
Proposal 4:
REJECT to IDLE with SRB1 is not supported.   

Proposal 5:
The UE can be configured with an inactivity timer running in RRC_INACTIVE and reset for each transition to RRC_INACTIVE.  If the inactivity timer expires, the UE moves to RRC_IDLE.   

3 Conclusion

In this contribution the following observations were made on the connection control procedures for a UE in RRC_INACTIVE:
Observation 1:
The main use for sending REJECT over SRB0 is to support congestion control without the need to fetch the UE context.

Observation 2:
RAN2 should indicate to the LS to SA3 that the main use for sending REJECT over SRB0 is to support congestion control without the need to fetch the UE context.

Based on the above observations, the following conclusions have been made.

Proposal 1:
Ask SA3 whether RAN2 should have some limits on the value of wait time and the number of allowable successive REJECTs to INACTIVE.

Proposal 2:
The REJECT to IDLE on SRB0 is not supported in RAN2.  

Proposal 3:
RAN2 to discuss and approve the draft LS text in the Appendix.

Proposal 4:
REJECT to IDLE with SRB1 is not supported.   

Proposal 5:
The UE can be configured with an inactivity timer running in RRC_INACTIVE and reset for each transition to RRC_INACTIVE.  If the inactivity timer expires, the UE moves to RRC_IDLE.   
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1. Overall Description:

RAN2 recently discussed the connection control procedures for a UE in RRC_INACTIVE trying to resume the RRC connection.  During this resume, it is possible for the NW to send a REJECT message in response to the UE request, resulting in the UE staying in RRC_INACTIVE.  Based on discussion, RAN2 sees a need to support this REJECT message sent over SRB0 (without any integrity protection) in order to allow congestion control without the need for the network to fetch the UE context.  The network may provide the UE with a wait time, to prevent the UE from attempting access right away.
During discussions, RAN2 identified possible security issues of replay attack (of the UE ID and authentication token) as well as denial of service.  Denial of service could cause unpredictable delays in the UE access to the network, especially if large wait times are used or if the UE can be REJECTed an unlimited number of times.  RAN2 would therefore like to ask SA3 the following questions:

1) Does SA3 see security risks associated with REJECT on SRB0 (i.e. replay attack, denial of service)?
2) Would a limit on the wait time and/or number of allowable REJECTs before transition to RRC_IDLE reduce the denial of service risk? 
2. Actions:

To SA3
ACTION: 
RAN2 respectfully ask SA3 to answer the above questions.
3. Date of Next TSG-WG2 Meetings:

TSG-RAN2 Meeting #100
27th Nov – 1st Dec 2017

Reno

USA

TSG-RAN2 AdHoc 18-01


22nd Jan – 26th  Jan 2018

TBD

USA
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