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Introduction
RAN2 received the LS response from SA3 on handling Integrity protection failure for SRB3 in R2-1709677/ S3-172080 Response LS on security keys in EN-DC and actions upon DRB IP check failure.  Specifically SA3 clarified that on IP failure on SRB3:
· it should be left to operator configuration whether to initiate a recovery procedure or to declare SCG failure.
·  SA3 agrees with the assumption that, in case of SCG SRB integrity check failure only SCG part of SCG and MCG split bearers need to be suspended if persistent SCG SRB integrity check failure is detected.
This document now looks at how RAN2 should consider this feedback in RAN2’s protocol design.
Discussion
SA3 mentioned two scenarios in the LS:
1) Single IP failure and recovery/failure declaration by operator
2) Persistent IP failure and associated UE handling 
The two scenarios mentioned by SA3 are discussed further.
Single IP failure and recovery mechanism
As clarified in SA3 LS response, on Integrity check failure on SRB3, the PDCP PDU that failed the IP check should be discarded.  It is up to network operator configuration on whether to initiate recovery procedure or to declare SCG failure.
From RAN2 protocol point of view, IP failure could be caused for many reasons such as fraud basestation, HFN desync and it is not possible to differentiate between them.  And RAN2 had previously agreed that it is not necessary to differentiate in which cell of the SCG this error occurred.  Then the only possible action for the fraud basestation case is to release the SCG.  
HFN desync should be quite rare with SRBs given the low number of outstanding messages at any time.  Hence it is not useful to define an optimised recovery procedure for this; it should be sufficient to release and add the SCG again.  This reasoning is also applicable to the other rare cases when IP check failure is caused for reasons other than a fraud base station.  
Since SA3 requested that the final decision for IP check failure should be left to operator configuration, it then seem sufficient to simply inform the network about the IP check failure. The network (as per operator configuration) can take appropriate action – of either releasing the SN or releasing and adding the SN etc. 
Proposal #1: On a single IP check failure:
· PDCP PDU is discarded
· Network is informed
· No other recovery mechanism is defined.  It is up to the network to take appropriate action such release/add/change SN.
Persistent IP check failure
If network takes no action on indication of first IP failure, there is a possibility of repeated IP failure due to fraud basestation, HFN desync etc.  As per SA3 guidance, there is no need to immediately suspend data over the SCG leg.  Even with persistent IP check failure, only the data over SCG leg needs the suspended and there is no need to suspend the SCG or MCG bearers itself (i.e., at the PDCP level).   However, SA3 did not define how many IP check failures are considered “persistent”.  
One option would be to define “persistent” in RAN2 – either hard coded in specifications or configurable.  However, considering that not many SRB messages are exchanged, it would be sufficient to inform the network for each SRB check failure.  In many cases, network can differentiate the cause of the IP failure between fraud basestation (except for man in the middle attack).  
It would also help the network protocol handling to know if the UE discarded an RRC message.  Without it, the network node could wait for long timeout period for a response message.  It is not possible for the network to start many other procedures (including MN HO) while there is an outstanding SN procedure.  A fast indication of “completion” of the procedure, whether successful or not can help network progress with other message handling.  Hence it is proposed that every IP failure of the SRB3 should be reported to the network.  
Observation: it is useful for network to know if an RRC message is discarded by the UE.
Proposal #2: Every IP check failure is reported to the network
If every IP check failure is reported to the network, network can also take appropriate action of releasing the SCG when there is persistent failure.  The definition of persistent can be left to network configuration without impacting the UE.  And there is no need to define UE autonomous action to suspend data over SCG due to “persistent” IP failure.  
Proposal #3: There is no need to define any further UE behaviour.  That is, RAN2 does not define “persistent” or specify UE autonomous handling to suspend data over SCG leg on persistent IP failure.
Reporting IP failure 
One remaining point then is whether to report IP failure to MN or SN.  RAN2 has already agreed to provide SCG failure indication to MN at least for SCG RLF.  This can be used to inform the network about IP failure.  However, the information is useful at SN, especially for SN to know which RRC message was discarded by the UE (e.g., for HFN desync and man in the middle attack).  The other option is to define an NR RRC SN failure message that is carried over SRB1 transparently to MN.  
Since IP failures are rare, and it is necessary to define an SCG failure to MN anyway it should be sufficient to re-use it also for IP failure.  MN should inform SN over Xn-AP about IP failure.
Proposal #4: IP failure is reported to MN using SCG failure indication.  MN provides this indication to SN.
It is further useful to identify which RRC message was discarded by the UE.  Ideally, this should be done by including the transaction id in the SCG failure indication message.  However, the PDCP layer is not aware of the RRC transaction id carried in this message – not just because of protocol violation but also because the PDU is discarded without deciphering. 
An option is to include the PDCP SN of the received packet.  The network can then match the RRC message that was sent with this PDCP SN provided the HFN desync does not cause confusion in the network.  Another option is to send the transaction id of the last processed RRC message.  Since the network has to keep track of last used SN, it is possible for network to work out the RRC message that was discarded.  There are other motivation to include the transaction id of the last processed RRC message as discussed in [R2-1710621].
Proposal #5: UE includes the transaction id of the last successfully processed SN RRC message (irrespective of whether it was received over MN or SN) in the SCG failure report. This transaction id should be provided to SN by MN.
Summary and proposals
This document discussed the protocol handling for IP check failure in SRB3 based on the feedback from SA3.  The following observations and proposals were made:
Proposal #1: On a single IP check failure:
· PDCP PDU is discarded
· Network is informed
· No other recovery mechanism is defined.  It is up to the network to take appropriate action such release/add/change SN.
Observation: it is useful for network to know if an RRC message is discarded by the UE.
Proposal #2: Every IP check failure is reported to the network
Proposal #3: There is no need to define any further UE behaviour.  That is, RAN2 does not define “persistent” or specify UE autonomous handling to suspend data over SCG leg on persistent IP failure.
Proposal #4: IP failure is reported to MN using SCG failure indication.  MN provides this indication to SN.
Proposal #5: UE includes the transaction id of the last successfully processed SN RRC message (irrespective of whether it was received over MN or SN) in the SCG failure report. This transaction id should be provided to SN by MN.
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