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1.
Introduction
At the RAN #76 meeting, a work item (WI) on even further NB-IoT enhancements has been set to a working agreement. One objective of the WI is to reduce the latency and power consumption [1]:
A-1. Further latency and power consumption reduction

· Power consumption reduction for physical channels

· Study and, if found beneficial, specify for idle mode paging and/or connected mode DRX, physical signal/channel that can be efficiently decoded or detected prior to decoding NPDCCH/NPDSCH. [RAN1,  RAN2,  RAN4]

· Study and, if found beneficial, support UL/DL semi-persistent scheduling [RAN2, RAN1, RAN4]

· Evaluate power consumption/latency gain and specify necessary support for DL/UL data transmission on a dedicated resource during the Random Access procedure after NPRACH transmission and before the RRC connection setup is completed. [RAN2, RAN1, RAN3] 

· Consider further enhancement of quick release of RRC connection after the last data transmission[RAN2]

· Relaxed monitoring for cell reselection [RAN2, RAN4]

· Enable relaxed UE monitoring for cell (re)selection e.g. by (re)configuration

· Support for physical layer SR [RAN1, RAN2]

· Support for RLC UM in addition to Rel-14 SC-PTM support [RAN2]

In this contribution, we discuss to consider further enhancement of quick release of RRC connection after the last data transmission.
2.
Discussion
In RAN2 #97 meeting, RAN2 discussed RRC state mismatch, which may happen due to temporary degradation of DL radio link quality when the eNB transmits the RRCConnectionRelease message to the UE [2]. To resolve this issue, a DataInactivityTimer is introduced. By assuming that the network keeps the UE in RRC_CONNECTED if there is still data transmission/reception, it is specified in TS 36.321 that, if DataInactivityTimer is configured, the UE starts/restarts the timer whenever the data/signalling is sent/received. 
However, this may restrict the network scheduling because the network has to schedule the UE before the DataInactivityTimer expiry. For example, if the network delays the scheduling for some reason, e.g., traffic overload situation, the UE would unintentionally enter the RRC_IDLE state. Therefore, in use of DataInactivityTimer, the network needs to be ensure that the scheduling is provided to the UE before the expiry of DataInactivityTimer. To avoid this, long DataInactivityTimer may be configured but it would defeat the benefit of DataInactivityTimer.

In addition, DataInactivityTimer also increases the UE complexity because the UE always has to start/restart the timer every time it sends a MAC SDU on DTCH/DCCH. When there is on-going traffic, the network is not likely to send the UE to RRC_IDLE, and hence, RRC state mismatch case wouldn’t occur at all. However, even in this case, the UE has to start/restart the timer unnecessarily. 
To provide more scheduling flexibility with lower UE complexity in use of DataInactivityTimer, it would be good to run the timer only when it is needed. In other words, it would make sense that the UE runs the timer only when there is a possibility that network sends the UE in RRC_IDLE. 

There could be several hints for the UE to guess that the UE may be sent to the RRC_IDLE. 

If the UE sends a BSR with non-zero buffer size, the UE still needs to be scheduled. Thus, there is no reason for the network to send the UE in RRC_IDLE. It means that after the UE sends the BSR with zero buffer size, there could be a possibility that the network sends the UE to RRC_IDLE. Alternatively, RLC STATUS report can be used. As RRCConnectionRelease message is delivered by using RLC AM, the UE sends RLC STATUS report in response to the RRCConnectionRelease message. Therefore, after the UE sends the RLC STATUS report in response to RRCConnectionRelease, it is highly likely that the UE is sent to the RRC_IDLE. Therefore, we think BSR=0 or RLC STATUS report can be used as an additional condition to start DataInactivityTimer. 
Proposal 1. In Rel-15 NB-IoT, for reliable use of DataInactivityTimer, the UE starts/restarts the DataInactivityTimer when the UE sends the MAC SDU including BSR=0 or RLC STATUS report for DTCH logical channel or DCCH logical channel.
Today in LTE, the UE doesn’t trigger a BSR when the no data becomes available in the buffer, i.e., zero buffer size. Accordingly, in BSR, the buffer size would be zero only when padding BSR is triggered. Therefore, to use BSR=0 as an additional condition to start/restart DataInactivityTimer, it would be beneficial to trigger BSR when the buffer becomes empty.

Proposal 2. To trigger BSR when the buffer size becomes zero.      
3.
Conclusion
In this contribution, we look into the details of DataInactivityTimer and discuss how to reliably use the DataInactivityTimer. Our proposals are:
Proposal 1. In Rel-15 NB-IoT, for reliable use of DataInactivityTimer, the UE starts/restarts the DataInactivityTimer when the UE sends the MAC SDU including BSR=0 or RLC STATUS report for DTCH logical channel or DCCH logical channel.
Proposal 2. To trigger BSR when the buffer size becomes zero.
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