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1 Introduction

This contribution aims to further explain our understanding on the MSG4 handling required when transitioning between INACTIVE and CONNECTED and network suffers a congestion situation. This topic looked to be a controversial topic covered within the discussion points #18, #19 and #20 of the email discussion [98#30][NR] RRC Connection Control [1]. For reference, they are shown the conclusions proposed for these discussion points on this email discussion in the Annex A, as well as, a related security LS sent by SA3 in light connection in the Annex B.
2 Discussion
Table 1 summarizes the possible scenarios being discussed when a UE in INACTIVE triggers resumption procedure, however the gNB does not let the UE to get CONNECTED due to congestion situation. For simplicity, we will use the reference that the gNB decides to "reject" the UE via MSG4, although which procedure or kind of message may be use, it is out of current discussion as it is not the main focus of this contribution. The discussion points #18, #19, and #20 aim to analyse this scenario considering the cases where the UE AS context may or may not be fetched by the "new" gNB when taking the decision to reject the UE back into INACTIVE or IDLE.
Table 1. Possible cases to discuss when rejecting a UE trying to resume an RRC connection
	#
	UE AS context fetched from old gNB
	RACH MSG4
	UE's RRC state after MSG4
	Intel's view

	
	
	SRB
	Integrity
	
	

	1
	Not performed
	SRB0
	No
	INACTIVE
	OK

	2
	Performed
	SRB0
	No
	
	OK

	3
	Performed
	SRB1
	Yes 
	
	OK

	4
	Not performed
	SRB0
	No
	IDLE
	FFS 

	5
	Performed
	SRB0
	No
	
	FFS

	6
	Performed
	SRB1
	Yes
	
	OK


The following section address each case focusing on the points that are marked as FFS.

2.1 UE is rejected into INACTIVE due to congestion
Cases #1, #2 and #3 describe the possibilities when rejecting a UE back into INACTIVE.

A gNB should always be able to reject a UE, that was in INACTIVE, back to INACTIVE using a message that is not integrity and not encryption protected (i.e. using SRB0), as it is explained in case #1 and #2. This is necessary when the gNB is congested and does not want to fetch the UE context from the old gNB.  It is to note that this kind of transition would not allow the network to change any parameters associated with the RRC configuration (understanding that at least integrity protection would be required for this).

Proposal 1. When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 sent over SRB0 without Integrity protection can reject the UE back into INACTIVE without updating any configurations (case #1 and #2).
On other hand, if the gNB requires to change any configuration, MSG4 has to be at least integrity protected, and the need to use ciphering protection will depend on the nature of the parameters to be carried. If the parameters are associated with the RRC configuration, such as the RAN notification area, our understanding is that this RRC message needs to be ciphered (similarly as it is done for RRC Conn. Release message in LTE). SA3 input/confirmation may be desirable on this, however it is to note that SA3 LS [2], shown in Annex B, addressed a similar aspect (i.e. change of the RRC state from light connection to suspended) and it was explained that the RRC message should be integrity protected to prevent attacks.
Proposal 2. When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 (sent over SRB1 with integrity protection) can reject the UE back into INACTIVE including updates of any configuration (case #3). 
2.2 UE is rejected into IDLE due to congestion

Cases #4, #5 and #6 describe the possibilities when rejecting a UE back into IDLE.

In our understanding, a gNB should not reject a UE, that was in INACTIVE, back to IDLE using a message that is not integrity protected (i.e. using SRB0), as it is explained by SA3 in the LS [2], shown in Annex B. In our understanding, this is to prevent attacks a fake gNBs, as they may take advantage of this procedure to change the UE's RRC state. Such a change of UE state to RRC_IDLE which will make the UE unreachable for long period of time as UE would only monitor the NAS Paging while network will only perform RAN Paging.  

Proposal 3. When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 (sent over SRB0) cannot reject the UE into IDLE (case #4 or #5) as for a change of the RRC state requires at least integrity protection. 
On the hand, if the context was able to be fetched, the gNB could reject the UE into IDLE using a message that is at least integrity protected (i.e. using SRB1), as it is explained in case #6 and by SA3 in the LS [2]. Note that for the case when the context it cannot be fetched, the gNB could always rely on case #1 explained in proposal 1. 
Proposal 4. When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 (sent over SRB1 with at least integrity protection) can reject the UE into IDLE (case #6). 
Proposal 5. To send the LS R2-1708802 to SA3 which asks for SA3's input, if any, on proposal 3 and on other related security question from the email discussion [98#30].

On other hand, some network vendors have shown their concern on not being able to move the UE into IDLE under certain congestion situations (e.g. when they cannot keep further UE AS context in the storage).  There are two subcases for this:

A. UE is resuming in the same gNB as the one with UE context: In this case, the network can use Integrity protection to push the UE to RRC_IDLE.

B. UE is resuming in a different gNB as the one with UE context: In this case, we assume that it is the new gNB that does not have space to store the UE context.  Therefore, the new gNB should not attempt to request the UE context from the old gNB.
In any case (A or B), the scenario where gNB does not have space to store the UE context for a UE going active seems a bit strange.  

3 Conclusion

The proposals captured are the following:
Proposal 1.
When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 sent over SRB0 without Integrity protection can reject the UE back into INACTIVE without updating any configurations (case #1 and #2).
Proposal 2.
When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 (sent over SRB1 with integrity protection) can reject the UE back into INACTIVE including updates of any configuration (case #3).
Proposal 3.
When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 (sent over SRB0) cannot reject the UE into IDLE (case #4 or #5) as for a change of the RRC state requires at least integrity protection.
Proposal 4.
When a gNB is congested and a UE in INACTIVE tries to resume the RRC connection, MSG4 (sent over SRB1 with at least integrity protection) can reject the UE into IDLE (case #6).
Proposal 5.
To send the LS R2-1708802 to SA3 which asks for SA3's input, if any, on proposal 3 and on other related security question from the email discussion [98#30].
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5 Annex A 
Conclusions suggested on the discussion points #18, #19 and #20 of the email discussion [98#30][NR] RRC Connection Control [1]. 
Discussion point 18:
Congestion handling during resumption - When RAN successfully retrieves and verifies the UE context, which kind of message shall be sent in RACH MSG4 to suspend the UE back into INACTIVE?

Proposal 18. [To discuss] To discuss, for or INACTIVE to CONNECTED RRC transition:
Proposal 18.1.
[To discuss] Whether when RAN successfully retrieves and verifies the UE context, RRC Connection Reject kind of message can be sent by RACH MSG4 to suspend back the UE into INACTIVE due to congestion conditions.
Proposal 18.2.
[To discuss] Whether for proposal 18.1, the RRC Connection Reject kind of message can be sent over SRB0.

Discussion point 19:
Direct transition to INACTIVE during resumption - When RAN successfully retrieves and verifies the UE context, can a UE be moved into INACTIVE via MSG4 sent over SRB1 with integrity protection? 
Proposal 19.
[To agree] For INACTIVE to "CONNECTED" RRC transition (and immediately back to INACTIVE), when RAN successfully retrieves and verifies the UE context, RACH MSG4 (used to move UE into INACTIVE) is sent over SRB1 at least with integrity protection.
Proposal 19.1.
[To discuss] For use case described in proposal 19, to discuss if this RACH MSG4 requires ciphering protection (e.g. depending on the nature of the parameters to be carried) and if SA3's input is required on this matter.
Proposal 19.2.
[FFS] For use case described in proposal 19, it is FFS which RRC message is used (e.g. RRC Connection Release kind of message or RRC connection suspend kind of message or other one).

Discussion point 20:
Direct transition to IDLE during resumption - When RAN successfully retrieves and verifies the UE context, can a UE be moved into IDLE via MSG4 sent over SRB1 with integrity protection?

Proposal 20.
[To agree] For INACTIVE to "CONNECTED" RRC transition (and immediately back to IDLE), when RAN successfully retrieves and verifies the UE context, RACH MSG4 (used to move UE into IDLE) is sent over SRB1 at least with integrity protection.
Proposal 20.1.
[To agree] For use case described in proposal 20, to get SA3's input on whether this RACH MSG4 requires ciphering protection (in addition to integrity protection).
Proposal 20.2.
[To agree] For use case described in proposal 20, RRC Connection Release kind of message is used sent over SRB1 (e.g. RRC Connection Release kind of message).
It is also suggested to consider the discussion of the following alternative new proposals to replace the original proposal #18, #19 and #20 based on the comments provided over email reflector after the email discussion deadline:
· Proposal 18 & 19 & 20 (new).   [To discuss] Whether for INACTIVE to "CONNECTED" RRC transition:
· Proposal 18 (new).   When [gNB is congested and] AS context is not fetched from old gNB (if applicable), RACH MSG4 is sent over SRB0 to suspend back the UE into INACTIVE. This RACH MSG4 is RRC Connection Reject kind of message. This RACH MSG4 is RRC Connection Reject kind of message.

· Proposal 19 (new).   When [gNB is congested and] AS context is fetched from old gNB (if applicable), either RACH MSG4 is sent over SRB0 or SRB1 (at least with integrity protection) can be used to suspend back the UE into INACTIVE.

· Proposal 20 (new).   When [gNB is congested and] AS context is fetched from old gNB (if applicable), either RACH MSG4 is sent over SRB1 (at least with integrity protection) can be used to suspend back the UE into IDLE

· Proposal 19.1. & 20.1   For use case described in proposal 19 (new) and 20 (new), to get SA3's input on whether this RACH MSG4 requires ciphering protection (in addition to integrity protection).

· Proposal 19.2. & 20.2   For use case described in proposal 19 (new) and 20 (new), it is FFS which RRC message is used (e.g. RRC Connection Release kind of message or other one).
6 Annex B

SA3 response LS LS on Light Connected UE [2]. 

Overall Description:  SA3 would like to thank RAN3 for the LS on Light Connection (S3-161935/ R3-162642). SA3 would like to provide a response to the following question from RAN3.

RAN3 Question to SA3: “During RAN3#93bis, this design principle was further discussed (i.e. how the lightly connected UE is kept in light connection or suspended or released upon contacting the new eNB in another paging area): If the UE needs to be suspended, there is pending decision in RAN3 about how to perform this suspension. The two options being considered are the following:

· Option 1: old eNB to decide the suspension for the UE, send X2 suspend indication to the new eNB, and new eNB rejects the UE with suspend indication (to move the UE to Suspend as per Rel.13 Suspend procedure). 

· Option 2: X2 context retrieval + new eNB to decide and trigger UE suspend afterwards. The new eNB becomes the serving eNB. 

RAN3 requests SA3 to consider the two options above and provide feedback on the option 1:  (Q2) Is there any security issue with option 1 i.e. whether a new eNB can suspend a previously lightly connected UE using RRC reject without retrieving the UE’s context? “

SA3 answer:  In both Options 1 and 2, suspend indication to a lightly connected UE shall be integrity protected with replay attack prevention.   

· In Option 2, the new eNB is able to retrieve the UE’s context (including security context) over X2 interface from the old eNB.  After retrieving the UE context, the new eNB could send an integrity protected suspend indication to UE similarly as is done in Rel-13 Suspend procedure.

· In option 1, suspend Indication shall be integrity protected.  Therefore, if RAN2/RAN3 decides to go forward with Option 1, SA3 would be happy to review the solution and develop a security solution.
