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1
Introduction

After the RAN#75 meeting, a new WI was agreed [1] with the main objective to perform normative work with regards to standardizing a new radio access technology.  During the previous RAN WG2 meeting, several contributions were made on potential enhancements for the NR system to achieve better performance and functioning of the IETF Explicit Congestion Notification (ECN) mechanism [2-3].
In this discussion paper we present a general technical overview of two major IETF mechanisms, Random Early Detection/Dropping (RED) and Explicit Congestion Notification (ECN), and present our further considerations on how these mechanisms should co-exist with the 3GPP radio access technologies and which enhancementscan be further considered, in particular, for the NR technology. 
2
Explicit congestion mechanism for NR

2.1
Background information on RED and ECN

Before delving into the details on which ECN related enhancements one could consider for the NR system, it bears mentioning how the baseline IETF mechanisms work – Random Early Dropping (RED) and Explicit Congestion Notification (ECN) – in conventional IP networks.

With introduction of the TCP protocol and its transmission window control mechanism, it turned out later that congested node (e.g. an intermediate router or the IP switch) may unintentionally create so-called "TCP global synchronization" phenomena. If the node gets congested, i.e. when the buffers get full, it starts to drop all the new incoming packets which leads to a situation when a number of different TCP connection get their packets lost. In turn, all the aforementioned TCP connections will shrink their windows at approximately the same time, after which they will start to increase their transmission windows at the same time. As has been shown by a number of simulations and field experiments, it leads to sub-optimal utilization of network resources and unnecessary fluctuation of the effective TCP throughput.
In response to the aforementioned issue, IETF has developed and recommended to use so-called Random Early Dropping (RED) mechanism. Its premise idea is that instead of waiting for the buffers to get full, a router starts to drop proactively some of the TCP packets, thus sending indications to random TCP flows to slow down their data transmission. The early dropping probability is proportional to the buffer occupancy and is usually controlled by the operator preferences. Despite the random nature of the RED mechanism – it may punish a TCP connection that is not the source of congestion – it has been shown that it improves noticeably performance and throughput utilization.

The IETF ECN mechanism is effectively an add-on on top of RED. The premise idea is that instead of dropping a packet to force the transmitter to slow down on data transmission, the corresponding indication is sent which causes exactly the same actions as if the packet were dropped. Even though the corresponding IETF RFC document does not specify that ECN must be used on top of RED (the ECN marking is up to implementation), it is assumed to complement RED because early congestion notification should be triggered before the actual congestion takes place. Indeed, there is no point in setting the ECN CE bit when a node already experiences congestion and some packets will be anyway dropped causing same window size reduction as the ECN indication. 
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Figure 1: Basics of ECN operation.

Figure 1 illustrates basics of the ECN end-to-end operation. While sending a packet, a transmitter sets a so-called ECN capable bit in the IP header. If an intermediate routers experiences a congestion (or assumes that it might happen soon), it sets another ECN congestion experienced (CE) bit. Any intermediate router may set the ECN CE bit and it is assumed that other routers will not alter the ECN CE bit if it is already set. Once the receiver gets a packet with the ECN CE bit set, it simply loops back this information to a transmitter, and the latter shrink the transmission window as the packet were dropped.

It is important to emphasize that while the ECN CE bit is set in the IP header, the indication to the transmitter is sent in the transport header. For exactly these reasons, the ECN mechanism is applicable only to a limited set of transport protocols that can adjust their transmission windows. The main RFC document defines ECN mechanism for TCP, and there are experimental RFC documents for SCTP and DCCP protocols. The ECN is not really applicable to the UDP based services because there is simply no corresponding bit in the UDP transport header.
2.2
IETF ECN for 3GPP RATs

As elaborated in previous section, the ECN and RED are the mechanisms developed by IETF that allow a switching node to react pro-actively on potential congestion and send the corresponding indication to the transmitter. In scope of the wireless communication, it is highly anticipated that the congestion would occur on the wireless interface, not in the core. As a result, it is reasonable to anticipate that same mechanisms would be beneficial also at the wireless switching nodes.
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Figure 2: ECN mechanism with the wireless access network.

The usage of RED and ECN at the wireless switching node, i.e. eNB, is exactly the same as in the IP routers, as can be seen from Figure 2. In fact, IETF does not put any requirements on which node may / may not implement this functionality. As long as the radio access network (RAN) node can read/change the IP headers, it can react to congestion by setting the ECN CE bit. In case of UMTS RAN it would be RNC who might perform this function, in the LTE it could be eNB, in NR it could be gNB/CU. 
2.3
Potential enhancements and improvements 
It is important to emphasize that application of RED and ECN mechanisms at the wireless radio access network nodes, such as a base station, has its own benefits. The IP core network router usually has a common buffer for all the incoming packets, which means that early packet dropping/marking may punish a TCP connection which is not the cause of congestion. On the contrary to it, the base station has dedicated buffers per each mobile station; there are even dedicated buffers for a particular packet types, i.e. DRBs buffers. Thus, the base station can always run RED and ECN on the per-DRB level setting the ECN bit only for those terminals that indeed cause the congestion. This enhancement can be applied to any RAT defined by 3GPP and does not require any change in the IETF ECN and/or 3GPP protocol stack.
Observation 1: The RED and ECN mechanisms can be applied on the DRB level inside the 3GPP RAN wireless access point (applicable for any 3GPP RAT).

Furthermore, as the NR system is going to offer the QoS flow concept, the gNB can keep track of how much data a particular QoS flow has in the corresponding DRB and set the ECN bit only for those packets that belong to the QoS flow with the largest data volume. By this, the base station can also ensure fairness across multiple TCP connections belonging to the same terminal but established to different services. As an example, it could be the Google service TCP connection causing DRB buffer overflow, so the ECN marking will be applied to the corresponding QoS flows. This enhancement is also purely based on implementation and does not require any standardization efforts.
Observation 2: The RED and ECN mechanisms can be applied on the QoS flow level inside the 3GPP NG-RAN wireless access point.

In [2], another enhancement was proposed, which however requires changes in the NR protocol stack. The premise idea is that to convey faster the ECN indication to a receiver, it is proposed to set the corresponding indication in the head-of-queue of packet transmitted over the 3GPP protocol stack, which will reach the UE faster when compared to setting the ECN CE bit in the tail-of-queue IP datagram. To our understanding, this enhancement could have a marginal positive effect because the ECN CE should be ideally set proactively to slow down transmitter before the congestion actually occurs. In other words, the ECN CE bit should be set when queues are not full yet and thus there should no critical difference between whether convey this indication through the head-of-queue or tail-of-queue packet. Last but not least, it will anyway take time the receiver to generate and send a packet back to the transmitter, which by that time could generate even more packets. 
If faster ECN CE indication to a transmitter indeed deems beneficial, then the base station can implement an enhancement that does not require any changes in the 3GPP protocol stack. As shown in Figure 3, once the base station detects the congestion (or meets a condition that may lead to a congestion), it may set the corresponding congestion experience bit in the transport header of packets going in the opposite direction. In other words, in addition to setting the ECN CE bit in the IP header as per normal ECN operation, the base station can also start marking transport headers if they were marked by the receiver. This approach achieves the same effect as a solution in [2], but works even faster and does not require changes in the 3GPP protocol stack.
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Figure 3: ECN mechanism with the wireless access network (marking opposite direction packets).

The reason why enhancement illustrated in Figure 3 is not really applicable to the IP core routers is because it enforces them to keep and maintain association between traffic in opposite directions. As the core IP routers has an immense number of packets and connections to handle, it might be unrealistic to implement it. On the contrary to it, the base station has already this information as all the DRBs are established per a UE, and a DRB exists for both DL and UL directions. In other words, the base station already has information on which downlink data on a particular DRB corresponds to the UL data. Thus, the base station can set proactively the ECN congestion bit in the transport header of packets going in the opposite direction. As already noted earlier, it does not require any change in the 3GPP specifications and can be applied to any RAT defined by 3GPP.
Observation 3: The 3GPP wireless access point can apply proactively ECN marking to packets traversing in the opposite direction (applicable for any 3GPP RAT).
3 Conclusion
In this discussion paper we have presented our further considerations concerning potential enhancements for the IETF RED and ECN that one can apply in the context of the 3GPP radio access technologies. Based on our analysis, IETF RED and ECN are applicable the way they are and do not require any further standard impact to the 3GPP specifications. Furthermore, as has been elaborated in the paper, there are several straightforward implementation specific enhancements that one can exploit to improve further functioning of IETF RED and ECN. In particular, it is possible to consider ECN marking at the level of the DRB and even at the level of QoS flow, in case of NR RAT. Furthermore, if the 3GPP RAN needs to ensure that the congestion notification reaches the transmitter as soon as possible, then it can consider setting the corresponding bit in the packets going in the opposite direction and the corresponding condition is met for packets going towards the receiver. It does not require any changes in the 3GPP protocol stack and can be applied to any RAT.
Proposal:
No changes in the 3GPP protocol stack are introduced to improve functioning of existing IETF RED and ECN mechanisms.
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