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Introduction
In RAN2#98, in Hangzhou, RRC Connection Control procedures were discussed. For the particular case the UE wants to transition from INACTIVE to CONNECTED, the following has been agreed:
Agreements for the case that the UE wants to transition from INACTIVE to CONNECTED
1	Initial UE RRC message from RRC_INACTIVE (e.g. MSG3) should be sent on SRB0
2	In case the RAN is successful in retrieving and verifying the UE context, MSG4 should be integrity protected and sent on SRB1
3	RAN2 aim that in case the RAN is successful in retrieving and verifying the UE context, MSG4 should be ciphered and sent on SRB1
FFS Whether there may be cases where message where the MSG4 cannot be ciphered.
4	If the UE received a resume message on MSG4 on SRB1 then the UE enters RRC Connected.
4a	If the UE received a message suspending the UE on MSG4 on SRB1 then the UE remains in RRC Inactive.
FFS In case the RAN is not successful in retrieving or verifying the UE context, MSG4 (can be at least be a message that requests the UE to trigger a new connection) will be sent on SRB0
FFS Whether MSG 4 can be a reject to idle. 
FFS When the UE receives in MSG4 on SRB0 then the UE releases at least the AS security context and UE NAS layer should be informed.

In order to progress that area, an email discussion was initiated to discuss what could be these messages and their content [1]. One area that created some confusion is the congestion handling during resumption (Discussion point 18). 
This contribution aims to enlighten the discussions by clarifying the questions from the summary of the email discussion (Proposals 18.1 and 18.2) and the open issue related to the possibility to reject the UE back to IDLE. These are the questions addressed in the paper:
· RRC Connection Reject kind of message can be sent by RACH MSG4 to suspend back the UE into inactive due to congestion conditions (Proposal 18.1 [To discuss]);
· Question 2/ Whether for proposal 18.1, the RRC Connection Reject kind of message can be sent over SRB0 (Proposal 18.2 [To discuss]);
· Question 3/ Whether MSG 4 can be a reject to idle (FFS from RAN2#98).
[bookmark: _Ref178064866]Discussion
In RAN2#98, when we described the transition from INACTIVE to CONNECTED we consistently used the term “MSG.4” without describing which message this was. In the email discussion, the question asked in Discussion point 18 tries to go one step further and, in the first half of the question asks whether MSG.4 can be an RRC Connection Reject message, in the case of congestion during resumption. In our view, similar to the view of most companies who responded the question, it seems reasonable to assume that this should be supported in NR.
[bookmark: _Toc490251244][bookmark: _Toc490252162][bookmark: _Toc490254289][bookmark: _Toc490254431]RRC Connection Reject kind of message can be sent by RAN in MSG4 due to congestion conditions.

The follow up questions are whether the UE can be moved by the network to INACTIVE or IDLE upon receiving the RRC Connection Reject message and whether that message can be sent over SRB0 and/or SRB1. This basically leads to the following possibilities that should be first analysed (at least from a security perspective) before RAN2 makes a decision of which of these should be supported by NR:
· RRC Connection Reject over SRB1 to INACTIVE;
· RRC Connection Reject over SRB1 to IDLE;
· RRC Connection Reject over SRB0 to INACTIVE;
· RRC Connection Reject over SRB0 to IDLE;

A first potential issue that have been previously discussed is the risk of Denial of Service (DoS). In that case, a fake gNodeB could send an RRC Connection Reject message with a long wait time to a real UE trying to access the network. Another potential issue that has been identified is the risk of replay attacks. In that case, a fake UE trying to replay a previous UE by replaying the message e.g. reusing a previously acquired security token (e.g. short MAC-I) transmitted on MSG.3 by a legitimate UE (over SRB0). One way to avoid replay attacks would be for the network to only accept MSG3 once for a given security token but this would require that the UE has a way to update the security token for subsequent resume attempts.
RRC Connection Reject over SRB1 to INACTIVE/IDLE
From a security perspective, SRB1 is at least integrity protected. Hence, having the Reject message over SRB1 enables the UE to verify that the cell it is trying to access is not associated to a fake gNodeB. Hence, DoS can be avoided and network could in principle set long wait time values, if needed, regardless if the target state is IDLE or INACTIVE.
[bookmark: _Toc490251251][bookmark: _Toc490252156]There is no risk of DoS attack if Reject to INACTIVE or IDLE is transmitted over SRB1 regardless of which wait time values are set.
When it comes to the risk of replay attacks, the network could ensure that it does not accept MSG3 again after it has sent MSG4. This is possible since the security context will be incremented (or update) when the UE receives an RRC Connection Reject message on SRB1. Since the RRC Connection Reject message is sent integrity protected and especially if is encrypted, it is also possible to assign a new resume ID. Hence, although a fake UE could acquire the security token and the resume ID transmitted by a real UE, that fake UE would likely not succeed in performing a replay attack since the obtained resume ID and security token would not be the same expected from the real UE (which may have received at least a new resume ID). Even in the case the assignment of a new resume ID in RRC Connection Reject is not supported at least the security token would be different meaning that the network could reject any attempt from fake UEs.
[bookmark: _Toc490251252][bookmark: _Toc490252157]If RRC Connection Reject to RRC_INACTIVE is sent on SRB1 it is possible to increment the UE security context and possible the Resume ID which will protect against replay attacks using recorded MSG3.

[bookmark: _GoBack]Now, let us analyse the case the network moves the UE to IDLE. The RRC Connection Reject message could be sent integrity protected and encrypted, and, since IDLE, there is no need to assign resume ID so UE will simply delete its AS context. Hence, although a fake UE could in principle acquire the security token and the resume ID transmitted by a real UE before the RRC Connection reject message, that fake UE would likely not succeed in performing a replay attack since the obtained resume ID and security token would not be valid as the real UE was moved to IDLE. 

[bookmark: _Toc490251253][bookmark: _Toc490252158]If RRC Connection Reject to RRC_IDLE is sent on SRB1 the old Resume ID and security token will no longer be valid and which will protect against replay attacks using recorded MSG3.

RRC Connection Reject over SRB0 to IDLE/INACTIVE
From a security perspective, SRB0 is not integrity protected or encrypted. Hence, having the Reject message over SRB0 opens up for the risk that  the UE accepts an RRC Connection Reject message from a fake gNodeB performing a DoS attack, regardless if the target state is INACTIVE or IDLE. Overall there are some security concerns with this.
A first security concern is that  the UE can be configured with long wait time values from an gNodeB which cannot be verified (since provided via SRB0) i.e. that could be a fake gNodeB.
[bookmark: _Toc490251254][bookmark: _Toc490252159]There is risk of DoS attack if Reject to INACTIVE/IDLE is transmitted over SRB0. That is particularly bad is the UE can accept long wait time values without being able to verify that this is not a fake gNodeB.
Another security concern is in case UE is order to RRC_INACTIVE. In that case it is not desirable to update the security context or UE Resume ID via MSG.4 transmitted on SRB0, so it might be difficult for the network to distinguish between the cases where the right UE is connecting or if MSG3 is being replayed. Most likely this will not be a fundamental issue especially if there are anyway other mechanisms to verify the UE (e.g. MSG5). 
[bookmark: _Toc490251255][bookmark: _Toc490252160]If Reject to INACTIVE over SRB0 is allowed, an attempt of replay attack may be difficult to avoid, although network can easily detect it as long as MSG.5 is used to finally verify the UE. 
In addition to the abovementioned security concerns, allowing network to send a Reject message over SRB0 may also lead to potential performance issues in case of a DoS attack from a fake gNodeB. For example, if the network can send the UE to RRC_IDLE with a Reject message on SRB0,DoS attacks can be performed where a fake gNodeB orders UE to IDLE so they will no longer be reachable for RAN paging. Because a wait time value is configured, the real UE will try to come back anyway. Hence, state mismatch will always be temporary. Because we have also agreed that an INACTIVE UE monitors both CN and RAN paging, if the real network wants to contact the real UE, it may first try RAN paging (if configured) and, if the UE does not respond, network implementation could use CN paging as a fallback solution. And, because the UE is in IDLE, although it was put by a fake gNodeB, the UE is able to be reached by the real network. Again, this might be acceptable assuming the UE soon tries to reconnect, but also this is a concern which needs to be considered.
[bookmark: _Toc490251256][bookmark: _Toc490252161]If Reject to IDLE over SRB0 is allowed, a fake gNodeB may attempt to perform a DoS attack and, the real gNodeB will fail to perform RAN paging before it can reach the real UE in  RRC_INACTIVE via CN paging.

The table below summarizes the different cases from a security perspective:
	Security  perspective 
	IDLE
	INACTIVE

	SRB0
	Risk of DoS attacks mainly if wait time is long. 
No risk of replay attacks. No need to retrieve the context and/or verify the UE.
	Risk of DoS attacks mainly if wait time is long.
Risk of replay attacks. No need to retrieve the context and/or verify the UE

	SRB1
	No risk of DoS attack since SRB1 is integrity protected and possibly ciphered. Hence, there is no need to restrict wait time values.
No risk of replay attacks since network knows the wait times.
	No risk of DoS attack since SRB1 is integrity protected and possibly ciphered. Hence, there is no need to restrict wait time values.
No risk of replay attacks since network knows the wait times.



Analyses of possible options
Based on our analyses above, we can conclude that there are some different pros and cons with the different alternatives. 
Overall it is considered safe to send RRC Connection Reject message on SRB1 and move the UE either to INACTIVE or IDLE. The benefit of supporting this could be to assign the UE new parameters, or configure the UE to use long wait time.
On the other hand, if it is desirable also to support solutions where the target node has not fetched the UE context it would be possible to send a Reject message to INACTIVE on SRB0 assuming the following conditions:
· The solution is deemed secure, e.g. there is no way to hijack the UE connection using replay attacks.
· The UE would not accept long wait time values when receiving the Reject on SRB0 in order limit the impacts of DoS attacks.
If it is possible to order the UE back to INACTIVE using SRB0 we see no benefits in supporting the possibility to order the UE to IDLE using SRB0 since the UE would anyway return after the wait time, and using INACTIVE is more efficient.
[bookmark: _Toc490252163][bookmark: _Toc490254290][bookmark: _Toc490254432]It should be possible to send RRC Connection Reject message on SRB1 to order the UE either to INACTIVE or IDLE.
[bookmark: _Toc490252164][bookmark: _Toc490254291][bookmark: _Toc490254433]It should also be possible to send RRC Connection Reject message on SRB0 ordering the UE back to INACTIVE assuming the solution is deemed secure against replay attacks, and if only short Wait time values can be configured in this case. 
[bookmark: _Toc490254434]It should is not required to support the possibility to send an RRC Connection Reject message on SRB0 ordering the UE IDLE. 
Conclusion
In section 2 and 3 we made the following observations:
Observation 1	There is no risk of DoS attack if Reject to INACTIVE or IDLE is transmitted over SRB1 regardless of which wait time values are set.
Observation 2	If RRC Connection Reject to RRC_INACTIVE is sent on SRB1 it is possible to increment the UE security context and possible the Resume ID which will protect against replay attacks using recorded MSG3.
Observation 3	If RRC Connection Reject to RRC_IDLE is sent on SRB1 the old Resume ID and security token will no longer be valid and which will protect against replay attacks using recorded MSG3.
Observation 4	There is risk of DoS attack if Reject to INACTIVE/IDLE is transmitted over SRB0. That is particularly bad is the UE can accept long wait time values without being able to verify that this is not a fake gNodeB.
Observation 5	If Reject to INACTIVE over SRB0 is allowed, an attempt of replay attack may be difficult to avoid, although network can easily detect it as long as MSG.5 is used to finally verify the UE.
Observation 6	If Reject to IDLE over SRB0 is allowed, a fake gNodeB may attempt to perform a DoS attack and, the real gNodeB will fail to perform RAN paging before it can reach the real UE in  RRC_INACTIVE via CN paging.

Based on the discussion in section 2 and 3 we propose the following:
Proposal 1	RRC Connection Reject kind of message can be sent by RAN in MSG4 due to congestion conditions.
Proposal 2	It should be possible to send RRC Connection Reject message on SRB1 to order the UE either to INACTIVE or IDLE.
Proposal 3	It should also be possible to send RRC Connection Reject message on SRB0 ordering the UE back to INACTIVE assuming the solution is deemed secure against replay attacks, and if only short Wait time values can be configured in this case.
Proposal 4	It should is not required to support the possibility to send an RRC Connection Reject message on SRB0 ordering the UE IDLE.
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