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1
Introduction
The euCA WID lists the following as its objectives:

	The objective of this work item is to investigate and develop enhancements to

· Reduced delays in Scell set-up, including shorter Scell configuration delay after UE moves from idle to connected by addressing the following aspects:

· Measurements on Scell candidates (e.g. network assistance in identifying Scell candidate carriers, and best effort UE measurements for Scell candidates),

· Measurement reporting (e.g. utilize UE’s earlier idle mode measurements for configuring Scell),

· Scell configurations and activations (e.g. the network could immediately configure Scell for CA without additional measurements when UE’s earlier idle mode measurements are available for setting up Scell)

· Reduced Scell configuration and activation signaling overhead

· Consider optimizations related to UE mobility and carrier switching in licensed and unlicensed deployment using LAA and configurations of multiple Scells.
The focus of the enhancements is especially on small cell deployment scenarios and when practical Carrier Aggregation (CA) support is extended beyond 5 carriers (up to 32 carriers). The CA enhancements developed in this work item aim to be applicable for traditional CA deployments and CA including LAA and DC deployment scenarios.


In R2-1707819, we have analysed the components of the SCell delay. In this contribution, we present simulation results illustrating possible latency improvements by reducing the measurement delays for CA.
2
Fast small cell access
As discussed in R2-1707819,  and shown also below in Figure 1, one aspect that should be considered from the start is that the delays in getting the CA/DC set up can significantly limit the availability of these high data rates, as has been observed already in LTE (e.g. the SCell activation delays in LTE are creating a bottleneck for CA usage in some cases). Before the small cell is up and running, the UE tends to be served by a larger coverage macro cell that offers connectivity with good coverage but much more limited throughput and latency. Thus, as depicted in Figure 1, this can result in additional delay in resource utilization before the higher throughput can be used, which will directly affect the user experience as lower user perceived throughput.
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Figure 1 Illustration of the observed performance bottleneck. The delay in setting up the CA/DC and getting inter-frequency small cell activated means that UE is initially served only in macro cell with low throughput. This is not good for either the network (congested macro as offloading traffic is slow, underutilized small cells) or the user (lower throughput, longer E2E latency).

To quantify the impact of SCell usage delay on system performance, we conducted system simulations to analyse the effect of small cell access/set-up delays, in an inter-site CA deployment. In the following sections 2.1 and 2.2 we present simulation results for this and in section 2.3 we propose a potential solution approach to avoid this performance bottleneck. 
2.1 Simulation setup

We conducted system simulations to analyse the effect of small cell access/set-up delays, in an inter-site CA deployment. The scenario is LTE macro-small cell, with 21 macro-cells, each macro cell having a cluster of 4 small cells. UEs move within the small cell deployment area with 3 km/h. 
The performance evaluation is done for FTP 1 traffic model as defined in TR 36.814 [2]. Different total CA setup delays have been simulated, ranging from the ideal 0ms to 1000ms. This delay is the total delay assumed from the arrival of new traffic until the UE is scheduled in the small cell, i.e. it is assumed to include all the measurement, reporting, configuration and activation delays. In LTE, the typical set-up delay for CA depends on the number of inter-frequency carriers measured. In case of one frequency layer, the delay is expected to be around 500ms. Longer delays can be expected if more carriers are monitored. Shorter values are simulated to show the gain potential.
More details of the simulation assumptions and setup used are given in the Annex.

2.2 Simulation results
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Figure 2 Mean user throughput, for offered load          10 Mbps 
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Figure 3 Percentage of data received through small cells, for offered load 10 Mbps


Figure 2 shows the mean user perceived throughput for different CA setup delays and for different FTP file sizes and Figure 3 shows the percentage of the user data served through the small cells - Both figures are for the case of low offered load. From these results, we can observe the following:

· In case of small file size and large CA delay (e.g. 1000ms), the usage of small cell layer is very low (in many cases the small cell layer is not used at all due to large delay in setting up the CA)
· Decreasing the small cell layer set-up delay, there is higher probability getting the small cell in use before the file transfer is fully completed and therefore on average better user throughput is experienced
· With larger file sizes, the usage of small cell starts to clearly increase

· However, even in case of larger file sizes (5 MB), there is a substantial gain from using the small cell layer if the set-up delay is small enough to be able to benefit from it
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Figure 4 Mean user throughput, for offered load         20 Mbps
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Figure 5 Percentage of data received through small cells, for offered load 20 Mbps


Figure 4 and Figure 5 show the mean user perceived throughput and the percentage of data received through small cells in higher load scenario. We can observe:

· Similar observations as in low load case
· CA configuration and activation delays have noticeable negative impacts on user throughputs with small and larger file sizes 
· Increasing the file size, the positive impact of a short small cell layer configuration delay can be clearly seen
Observation 1: Fast access of small cell layer provides benefits regardless of amount of traffic size with both low and high network load.
Observation 2:  Shorter small cell access delay provides significant improvements in small cell usage and user throughput.
Such mechanisms should be defined to allow getting the most out of the small cells and thus reach the desired KPI. Further, the same mechanisms can be used for intra-LTE CA/DC/multi-connectivity as well as the LTE part of LTE-NR tight interworking.
2.3  Reducing delay for utilization of multi-cell configurations
As the inter-frequency measurements and measurement reporting delays are the most significant contributor to the effective offloading delay, we consider how we could reduce these. One simple approach is to try to move some of the measurement effort to the time before the traffic activity starts. Running extensive small cell (carrier) measurements for a UE in RRC_IDLE may be too expensive, so there should be a balance between UE power consumption and offloading latency.
This could be achieved if, in RRC_CONNECTED state, the network configures the UE with inter-frequency measurements that will be applied when UE is in RRC_IDLE. To reduce the measurement effort, these could be with reduced measurement performance requirements and/or for a limited duration of time. Therefore, the UE inter-frequency measurements in IDLE state would be less frequent than in RRC connected and thus less effort for the UE. 
We have shown how beneficial the fast access of small cell layer is for both small and large file size, as well as with low or high network load. Another key aspect is the UE power consumption. Figure 6 and Figure 7 show the average UE energy consumption per file transfer in the simulated cases.
	[image: image6.png]UE energy consumption [mWs]

UE energy consumption ( SCellBW:10 OfferedLoad:10)

T
|| Delay:0

[ Delay:100
14001 [ Delay:500 i
[ Delay:1000

1600

1200

1000

800

600

400

200

0.1 05 1.0 5.0
File size [MBytes]




Figure 6 UE energy consumption for offered load       10 Mbps
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Figure 7 UE energy consumption for offered load       20 Mbps


From the energy consumption statistics, we can observe the following:

· Clear reduction in energy consumption with shorter delay due to faster offload. This means more efficient transmission with shorter CA setup delay, which would allow performing some additional small cell measurements to enable faster setup without compromising the energy consumption.
Observation 3: Shorter small cell access delay leads to better UE energy efficiency, as the file transfer is more efficient in the small cell.
Moreover, the measurements could be limited to just one small cell carrier. During the connection state is changing from RRC_IDLE to RRC CONNECTED, the UE can immediately send the measurement report to the network. This allows faster configuration of CA/DC compared to configuring and waiting for UE measurements and measurement report only after transitioning to RRC connected state. This approach is illustrated in 
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Figure 8 High-level description for the proposed fast setup procedure for UE in RRC_IDLE (actual procedure details for re-initiate data transfer are FFS)
Since the measurements may be the most time-consuming part of setting up the multi-cell configuration (i.e. CA/DC or similar other configurations), the proposed solution can significantly improve the small cell utilization rate and efficiency by reducing delay of small cell access for a UE that is transitioning from RRC_IDLE state to RRC_CONNECTED state. As the UE is reporting the small cell and network is performing the configuration, there is no reason to configure SCell in inactive state, rather network should have option to configure SCell directly to active state.  
Proposal 1: UE can be indicated an inter-frequency carrier to measure during the idle state for potential small cells. UE can then report the measurements immediately upon state transition to RRC_CONNECTED
Proposal 2: The eNB may configure a SCell to be directly in active state at RRC reconfiguration. 

The procedure in Figure 8, assumes that network performs separate reconfiguration after receiving measurement report. The procedure could be further optimized by allowing pre-configuration of the potential SCells and UE would maintain these pre-configurations in RRC_IDLE state. This would allow operation where after UE detecting the pre-configured SCell would activate the SCell internally when sending the measurement report. 
This pre-configuration of SCell would avoid RRC reconfiguration delay completely. Furthermore, as the UE would perform RF retuning independently, the major part of the retuning time is spent when the UE is performing the initial uplink access and when sending the measurement report in the uplink. 
Proposal 3: Consider further CA activation schemes where UE directly activates pre-configured detected SCell when data transfer is reinitiated.

3
Conclusions
In this contribution, we have discussed the impact of small cell access delay in an inter-site CA/DC deployment with focus in UE transitioning from RRC_IDLE - state to RRC_CONNECTED - state. Simulation results were shown indicating significant potential for performance improvement when the delay for CA setup is minimized. The following observations and proposals were made:
Observation 1: Fast access of small cell layer provides benefits regardless of amount of traffic size with both low and high network load.

Observation 2:  Shorter small cell access delay provides significant improvements in small cell usage and user throughput.

Observation 3: Shorter small cell access delay leads to better UE energy efficiency, as the file transfer is more efficient in the small cell. 

Proposal 1: UE can be indicated an inter-frequency carrier to measure during the idle state for potential small cells. UE can then report the measurements immediately upon state transition to RRC_CONNECTED.
Proposal 2: The eNB may configure a SCell to be directly in active state at RRC reconfiguration. 
Proposal 3: Consider further CA activation schemes where UE directly activates pre-configured detected SCell when data transfer is reinitiated.
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Annex Simulation parameters

Table 1 General parameters

	Parameter
	Assumption

	System bandwidth - macro
	10 MHz

	System bandwidth - small cell
	10 MHz

	Frequency layer - macro
	2.0 GHz

	Frequency layer - small cell
	3.5 GHz 

	Cell layout
	Hexagonal grid, 7 sites, 21 cells per site, with wrap-around

	Small cells
	4 small cells per macro

	UE mobility
	Static

	UE deployment
	All UEs are in small cells

	Macro inter-site distance
	500 m

	DL Antenna configuration
	1x2, MRC receiver

	Macro BS Tx power
	46 dBm

	Small cell Tx power
	30 dBm

	UE maximum Tx power
	23 dBm

	
	

	Pathloss model - macro
	UMa [2]

	Pathloss model - small cell
	 UMi [2]

	Traffic
	FTP model 1 as per TR 36.814 [2]

	FTP file size
	Varied (0.1 MB, 0.5 MB, 1.0 MB, 5.0 MB)

	Offered load 
	Varied (10, 20 Mbps per macro area)

	Scheduler
	Proportional fair

	SCell detection + measurement + configuration delay
	Varied (0, 100, 500, 1000 ms)

	SCell activation delay
	24 ms

	SCell configuration 
	A4, RSRQ threshold -15 dB

	SCell activation
	A1, RSRQ threshold -15 dB
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