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1   Introduction
Network slice is one of scope of the WID. 
In this paper, we go through the corresponding agreements made for NR, and analyze the overall impact on E-UTRAN..
2   Discussion
2.1   Key principles for support of Network Slicing in RAN 
The main key principles agreed and captured in RAN3 TR38.801[1] and the RAN2 agreements are listed as follows.
	Key principles agreed for new RAN to support network slicing in RAN3
	Whether is it applicable for E-UTRA connected to 5GC(Y/N)

	RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.
	Y

The pre-configuration may be received from 5G management system same as gNB.

	Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by one or more slice ID(s) provided by the UE or the CN which unambiguously identifies one or more of the pre-configured network slices in the PLMN. The Accepted NSSAI is sent by CN to UE and RAN after network slice selection
	Y
The slice ID and NSSAI should be clarified by RAN and SA2.

	Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
	Y
SA2 has agreed that different PDU session will be set up for different slices. Meanwhile RAN2 has agreed that the QoS flows from different PDU sessions should not be mapped to one DRB.

	Support of QoS
-
RAN shall support QoS differentiation within a slice.
	Y
RAN could perform QoS differentiation based on QoS flows and DRBs within one PDU session.

	RAN selection of CN entity
-
For initial attach, the UE may provide one or more slice ID(s). If available, RAN uses the slice ID(s) for routing the initial NAS to an NGC CP function. If the UE does not provide any slice ID(s) the RAN sends the NAS signalling to a default NGC CP function. 
-
For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the NGC, to enable the RAN to route the NAS message to the appropriate NGC CP function as long as the Temp ID is valid (RAN is aware of and can reach the NGC CP function which is associated with the Temp ID). Otherwise, the methods for initial attach applies.
NOTE 2:
the definition of the Slice ID for use over the air interface is subject to further discussions
	Y
RAN selects CCNF based on Temp ID and slice ID(s) from RRC by following the conclusion as shown in Table 8.2.4-1[1]. The main contested issue is how to define the slice ID, as well as when to send it to RAN.

	Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice. How RAN supports resource isolation is implementation dependent
	Y
Considering that RAN will assign different DRBs for different session, RAN resource isolation could be perform at least based on granularity of DRB.

	Slice Availability
-
Some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. If such awareness is also beneficial for intra-frequency mobility may be discussed in the normative phase. It is assumed that the slice configuration does not change within the UE’s registration area.

-
The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.

Possible solutions for how slice availability may be handled during mobility may be discussed in the normative phase e.g.: 

-
Neighbours may exchange slice availability on the interface connecting two nodes, e.g. Xn interface between gNBs.
-
The core network could provide the RAN a mobility restriction list. This list may include those TAs which support or do not support the slices for the UE.
-
The slices supported at the source node may be mapped, if possible, to other slices at target node. Examples of possible mapping mechanisms that can be studied in normative phase are:

-
Mapping by the CN, when there is naturally a signalling interaction between RAN and CN and performance is thus not impacted;
-
Mapping by the RAN as action following prior negotiation with the CN during UE connection setup;
-
Mapping by the RAN autonomously, when involving the CN would not be a practical solution and if prior configuration of mapping policies took place at RAN;


	Y
This issue is currently a hot topic discussed in RAN, and highly related to mobility management between RAN nodes. 

For RRC_CONNECTED UE, the potential solutions handling slice availability mainly relies on NG-C and Xn-C interface procedure. Since E-UTRA connected to 5GC  supports the same NG and Xn interfaces, E-UTRA could handle slice availability issue for RRC_CONNECTED UE in the same way as NR.

For RRC_IDLE UE, it is not clear whether cell selection/reselection should take slice availability into consideration, in other words, it is not consensus that RAN need to broadcasts slice-related information.

	Support for UE associating with multiple network slices simultaneously

-
In case a UE is associated with multiple slices simultaneously, only one signalling connection shall be maintained.
	Y
For RAN, a common RRC connection should be established and maintained for a RRC_CONNECTED UE associated with multiple slices simultaneously. 

	Key principles agreed for RAN support of Network Slicing in RAN2
	

	Support of Network Slicing relies on the principle that traffic for different slices is handled by different PDU sessions. Network can realise the different network slices by scheduling and also by providing different L1/L2 configurations. UE should be able to provide assistance information for network slice selection in RRC message, if it has been provided by NAS.

NOTE 1:
It is FFS whether it is possible to provide different PRACH, access barring and congestion control information for different slices.
NOTE 2:
The above agreements and FFS are also applicable for LTE connected to NextGen Core.
	Y
However, if RAN needs to support slice-based PRACH, access barring and congestion control, the air interface needs to be enhanced based on LTE, which depends on the functions supported by R15 LTE.


Proposal 1: The key principles agreed to support network slicing in New RAN can be reused for E-UTRA connected to 5G CN as listed in above table. 
2.2    RAN2 impact for support of network slicing
As discussed before, in order to support network slicing, RAN may need support the following procedure:
-
UE need deliver slice ID to enable RAN selection of CN entity for initial NAS routing during the procedure of RRC connection establishment. 
Since, it is agreed that when accessing E-UTRA cell, UE needs at the latest, by message 5 (which contains initial NAS message) to tell the RAN whether it is connecting to EPC or 5G CN. It is rational that if UE is connecting to 5G CN, it should deliver slice ID with the 5G CN indication in the same RRC message. And considering the size constrain of MSG. 3 and the analysis in [2], the slice ID and CN type indication should be deliver via MSG. 5.
Proposal 2: the slice ID should be carried in MSG. 5 with CN type indication for the UE accessing 5G CN for the purpose of initial NAS routing.

Currently, there are some open issues in RAN2, such as

-
RAN needs to broadcast slice/service type to impact UE cell selection/reselection.
-
RAN resource isolation during RACH.
-
RAN provides separate AC barring for different slices.

-
etc.
In order to support the above operation, E-UTRA needs enhancement in the air interface, we should be careful whether the LTE should support all of these potential changes or not. 

Proposal 3: To support network slicing, LTE may not need to support all the operations of NR in the LTE air interface.
3   Conclusion
Proposal 1: The key principles agreed to support network slicing in New RAN can be reused for E-UTRA connected to 5G CN as listed in above table. 

Proposal 2: the slice ID should be carried in MSG. 5 with CN type indication for the UE accessing 5G CN for the purpose of initial NAS routing.

Proposal 3: To support network slicing, LTE may not need to support all the operations of NR in the LTE air interface.
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