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1 Introduction

 During the NR SI phase, RAN2 discussed NR QoS framework and captured a number of agreements including the following:
RAN2#97

Agreement

1:
Traffic from different PDU sessions are mapped to different DRBs

2:
In DL we have a 2-step mapping of IP flows, in which NAS is responsible for the IPflow->QOSflow mapping, and AS is responsible for the QOSflow->DRB mapping (confirmation of SA2 agreement status).

3:
In UL we have a 2-step mapping of IP flows, in which NAS is responsible for the IPflow->QOSflow mapping, and AS is responsible for the QOSflow->DRB mapping.

4
DL packets over Uu are marked in band with QOS-flow-id for the purposes of reflective QoS 

5
UL packets over Uu are marked in band with QOS-flow-id for the purposes of marking forwarded packets to the CN.

RAN2 2017_01_NR Adhoc
Agreements

1: A new user plane AS protocol layer (e.g. SDAP) above PDCP should be introduced to accommodate all the functions introduced in AS for the new QoS framework, including:

-
QOS flow->DRB routing; 

-
QoS-flow-id marking in DL packets;

-
QoS-flow-id marking in UL packets;.

2
The new protocol layer is applicable for all cases connecting to the 5G-CN

3:
Single protocol entity is configured for each individual PDU session.
RAN2 also captured the following agreements during RAN2#97bis as part of the ongoing NR WI discussion.

Agreements on QoS layer:

-
New AS layer PDU is PDCP SDU

-
AS layer header is byte-aligned

-
DL packets over Uu are not marked with “Flow ID” at least for cases where UL AS reflective mapping and NAS reflective QoS is not configured for DRB.   

-
AS layer header include the UL “Flow ID” depending on network configuration
In this contribution, we discuss further the support of reflective QoS, and more specifically the

indication of the presence or absence of QoS Flow ID in SDAP PDU header and whether the new AS

QoS layer SDAP may operate in TM mode with no SDAP PDU header in some cases for e.g. when

Reflective QoS is not configured.
2 Discussion
With the agreements of two-steps data flow mapping, where NAS maps upper layer data flows to QoS flows and the AS maps QoS flow to DRBs, two type of reflective QoS may be considered: the NAS reflective QOS and the AS reflective QoS, either of which requires an inband marking of DL packet with QoS Flow ID.
NAS reflective QoS requires flow detection in the UE in order to perform packet classification in the UL. Flow detection is based on either TFT filters or packet inspections. Inspection of every single packet in order to perform flow classification can be very processing intensive considering the targeted NR data rates for e.g. in the case of eMBB use cases. This could negatively impact the UE performance in terms of throughput, battery life and even the cost of the device for the same performance, as higher processing power will be required. 
Support for NAS reflective QoS may also be challenging for URLLC applications low latency requirement due to the extra processing delay in the UE and also in the CN resulting from packet inspection.

For premium services or well defined services provided by the operators, it will be reasonable to expect that the CN can avoid performing packet inspection and flow classification and therefore NAS reflective QoS as well. 
NAS reflective QoS may be useful in support of a more dynamic QoS profile change to adjust to network load condition for example but we don’t believe QoS profile change will be a very frequent event. Furthermore, once the UE derived a new UL QoS associated with a given traffic flow (characterized for e.g. by a given TFT), there is no need for the network to continue the use of reflective QoS for that specific data flow.
From the above, it is clear that there are several use cases where the use of NAS reflective QoS is not justified, and when used it should be designed to be temporary for the involved packet flows. 
Observation 1: NAS reflective QoS should be temporary for the packet flows involved.
AS reflective QoS does not require the UE to perform flow detection or packet classification. It only requires detections of QoS flow ID in DL so QoS Flow to DRB mapping can be performed on the UL. But even in this case, for very high data rates, the processing overhead of QoS Flow ID detection might not be desirable, especially if the QoS Flow is mapped to a DRB configured for ROHC operation. 
The use of AS reflective QoS may be triggered by one of the following: a) NAS reflective QoS for e.g. when more than one QoS flows are mapped to the target DRB. b) Remapping of QoS Flow for e.g. as a result of the change in radio conditions and more than one QoS flow are mapped to the target DRB. c): remapping from a default DRB of a QoS flow associated with a first UL packet. From Observation 1, it can also be said that there are many cases where the use of AS reflective QoS is not justified and when used, it will be intermittent.
Observation 2: AS reflective QoS should be temporary for the packet flows involved.
Considering Observation 1 and 2 and the RAN2 agreement to make the presence of QoS flow ID optional in downlink and uplink packet subject to whether or not reflective QoS is configured, a follow-up question is how should the presence or absence of QoS flow ID be signalled to the UE by the gNB? 
The following options may be considered:

Option 1: Two modes of operation are defined for SDAP.
· Transparent Mode (TM) of operation: in this mode, the QOS flow ID is not signalled, neither in DL nor in the UL. The SDAP PDU consists only of a Data field and does not consist of any SDAP headers.

· Non Transparent Mode (NTM) of operation: in this mode, the QoS flow ID are always signalled in both DL and UL. This mode is configured in support of reflective QoS
Option 2: The enablement of the reflective QoS and therefore the presence of QoS Flow ID in downlink SDAP packet header is indicated by an explicit indicator in the SDAP header. For example, 1 bit is used to indicate start/stop of NAS reflective QOS of a specific packet flow and 1 bit is used to indicate start/stop of AS QoS reflective QoS of a specific packet flow.

It should be noted that the transparent mode of operation may also be used to support NAS or AS reflective QoS but only in cases where there is a 1:1 mapping between QoS Flow ID and DRB.
Observation 3: SDAP TM mode supports reflective QOS when there is a 1:1 mapping between QoS Flow ID and DRB.
Considering the fact that the start of either NAS reflective QoS or AS reflective QoS is expected to occur for the most part only when a new data flow is detected, or when there is a need to perform QoS flow remapping, we believe the SDAP should not be designed to always carry the overhead of an explicit indicator in the SDAP header. For the majority of the time when reflective QoS is not being used, the signalling overhead and the processing overhead of an explicit indicator should be avoided.
Furthermore, when there is no SDAP header, there is no additional ROHC processing [1].

Observation 4: The use of NAS reflective QoS or AS reflective QoS should stop when UE derived the QoS rule for the corresponding data flow.
Observation 5: For the majority of the time when reflective QoS is not being used, the signalling overhead and the processing overhead of an explicit indicator should be avoided.
Observation 6: In the absence of SDAP header, there is no additional ROHC processing [1].
Furthermore, it seems a good network configuration will configure only a handful of DRBs in support of reflective QoS.  When the network gets a confirmation that the UE has derived UL QoS rule for the packet flow for which reflective QoS is activated, the network should stop using reflective QoS, so at any given point in time, the reflective QoS for a specific packet flow should be temporary.

In light of the above proposal, we have a slight preference for Option 1 for indicating to the UE the presence or absence of QoS Flow ID in the SDAP PDU.
Proposal 1: Two modes of operation are defined for SDAP
a) Transparent Mode (TM) of Operation with no SDAP header. In this mode the SDAP PDU consists only of a Data field and does not consist of any SDAP headers. This mode supports reflective QOS only when there is a 1:1 mapping between QoS Flow ID and DRB.
b) Non Transparent Mode (NTM) of Operation. This mode of operation supports reflective QoS in that the QoS Flow ID is always included in SDAP header in both DL and UL directions.
Since RAN2 has agreed that a single SDAP protocol entity is configured per PDU session, if Proposal 1 is agreeable, then a single TM SDAP protocol entity should be configured per PDU session and a single NTM SDAP protocol entity should be configured per PDU session.
Proposal 2: No more than one Transparent Mode SDAP protocol entity is configured for each individual session and no more than one Non Transparent Mode SDAP protocol entity is configured for each individual session.
Proposal 3: A DRB is mapped to either a Transparent mode SDAP entity or a Non Transparent Mode SDAP entity.
Proposal 4: For each individual session, the network may map one or more DRBs to a single TM SDAP entity and one or more DRBs to a single NTM SDAP entity.
Another aspect to clarify is when should the network stop the reflective QoS for a given data flow. Obviously captured in Observation 4, the use of NAS reflective QoS or AS reflective QoS should stop when UE derived the QoS rule for the corresponding data flow. The question is how the network knows when to stop using reflective QoS for a specific data flow. Our view is we should keep the SDAP protocol simple and therefore, this should be left to implementation for example use reflective QoS for a configured period of time or after a number of packet with the same data flow TFT for example have been transmitted using reflective QoS. Otherwise, the RAN can always use RRC signalling to configure reflective QoS.
Proposal 5: How the RAN know when to stop using reflective QoS should be left to implementation.
3 Conclusion

In this contribution, we discuss aspect of SDAP PDU header design in relation to support of reflective QOS and make the following observation and proposals:
Observation 1: NAS reflective QoS should be temporary for the packet flows involved.
Observation 2: AS reflective QoS should be temporary for the packet flows involved.
Observation 3: SDAP TM mode supports reflective QOS when there is a 1:1 mapping between QoS Flow ID and DRB.
Observation 4: The use of NAS reflective QoS or AS reflective QoS should stop when UE derived the QoS rule for the corresponding data flow.
Observation 5: For the majority of the time when reflective QoS is not being used, the signalling overhead and the processing overhead of an explicit indicator should be avoided.
Observation 6: In the absence of SDAP header, there is no additional ROHC processing [1].
Proposal 1: Two modes of operation are defined for SDAP
a) Transparent Mode (TM) of Operation with no SDAP header. In this mode the SDAP PDU consists only of a Data field and does not consist of any SDAP headers. This mode supports reflective QOS only when there is a 1:1 mapping between QoS Flow ID and DRB.
b) Non Transparent Mode (NTM) of Operation. This mode of operation supports reflective QoS in that the QoS Flow ID is always included in SDAP header in both DL and UL directions.
Proposal 2: No more than one Transparent Mode SDAP protocol entity is configured for each individual session and no more than one Non Transparent Mode SDAP protocol entity is configured for each individual session.
Proposal 3: A DRB is mapped to either a Transparent mode SDAP entity or a Non Transparent Mode SDAP entity.
Proposal 4: For each individual session, the network may map one or more DRBs to a single TM SDAP entity and one or more DRBs to a single NTM SDAP entity.
Proposal 5: How the RAN know when to stop using reflective QoS should be left to implementation.
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