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1. Introduction
It is known that the system information broadcast messages are transmitted in TM mode, and TBS limitation is 2216 bits. SIB21 is introduced for V2X in Rel-14, it is also restricted by this TBS limitation.
As discussed in R2-1704558 [1], the current cbr-pssch-TxConfigList-r14 is 7393 bits, it is configured in every V2X Tx resource pool, which is extremely large and make the SIB configuration of multiple TX pools or multiple carriers infeasible.
2. Discussion
2.1. Assumptions

What is to be included in SIB21 for CBR is a combination of the three dimensional data, which includes the following three dimensions:

· PPPP

· CBR ranges

· TX parameters

The relationship can be shown in the diagram below:


We have the following parameters and values used for this analysis

Table 3: The bits of IEs in SL-CommResourcePoolV2X
	Parameter Name
	Value range
	Size( in bits)
	Comments

	PPPP
	1 to 8 
	3
	We cannot change this number. For the worst case, all 8 PPPP will use 8 different configurations.

	CBR (lower or upper bound)
	100
	7
	This is from 0% to 100%. Cannot change

	Number of CBR levels  
	16
	
	This is RAN1 agreed number. Assume change is infeasible.

	CR limit
	1 to 10000
	14
	RAN1 assumption to have 0.0001 level. Unlikely to be allowed to shrink.

	MCS range
	
	5+5
	Unable to change

	RB range 
	
	7+7
	Change to subchannels (3+3) will save 8 bits But need RAN1 input.

	Retransmission range
	[0, 1, or both]
	2
	Already minimized. Unable to reduce

	TX power
	-126 to 31 dBm
	9
	Assume only two powers can be used. Unable to reduce.


As can be seen, it is beneficial to use number of subchannels instead of the number of RBs of “RB range” part of the TX parameters, According to the Agreement from RAN1#86 (Göteborg):

· 
The UE always (re)selects an integer number of adjacent subchannels for transmission.
We think it is fine to use subchannels instead of RBs to save a total of 8 bits per each TX configuration.

Proposal 1: Using number of sub-channel to instead number of RB in tx-Parameters-r14.
It is also note that the lower threshold for TX power as -126dBm is an unrealistic value, and this is a copy paste error. The correct number needs to be between -41dBm to 31dBm (-10dBm to 31dBm). 
Proposal 2: Correct the wrong TX power ranges to [-41dBm, 31dBm] so that 7-bit can represent the allowed range for TX power adaptation.
According to the table and the proposals, the TX parameters will use 14+10+6+2+7= 39 bits. (Assume all parameters mandatory). 
2.2. Option A:
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Where a CBR range AND corresponding TX parameter set are defined (16 in total for 16 CBR ranges)

The index points to one entry in the table


Figure 1 The index and table structure of option 1
In this option, for each PPPP, SIB only needs to contain an index to the common table: V2X-CBR-CommonTxConfigList
The V2X-CBR-CommonTxConfigList table takes care of the other two dimensions: CBR and TX-Config.
Thus, each TX pool, only need to contain up to 8 PPPP entries, each entry will cost (3 +N) bits, where 2N is the size of the table.
Now consider each entry of the table, it will have CBR ranges mapped to different TX configuration.

To represent a CBR range, it will cost 7 bits. There could be up to 16 CBR levels. Thus, the maximal size of each entry is 16*(7+41) = 768 bits. If use subchannel instead of RB, it will use 16*(7+33) = 480 bits.

For different N:

	N
	Number of entries in Table 
	Table in bits
	Per TX pool CBR configuration in Bits

	4
	16
	12288 or 7680
	56

	5
	32
	24576 or 15360
	64

	6
	64
	49152 or 30720
	72


2.3. Option B:
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Where a TX parameter set is defined
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sl-CBR-PSSCH-TxConfigList-r14  (pool 

independent) 


Figure 2 The index and table structure of option 2
In this option, for each PPPP, SIB only needs to contain two types of index to the two common tables contained in the: V2X-CBR-CommonTxConfigList
· cbr-Range-CommonConfigList contains all possible CBR quantization configurations. (how to divide the CBR from 0 to 100).
· sl-CBR-PSSCH-TxConfigList-r14 contains all possible TX configurations.
Now, let us analyze the size if Option B is used. There are two indexes, 
· M: size of the first index to CBR configuration table.
· N: size of the second index to TX configuration table.

For each PPPP, it will pick a CBR-quantization scheme from the CBR table first with a M-bit index, then for each of the CBR level included in the entry of the CBR table, it will pick a N-bit index to choose TX configuration.

So, the maximal-size per-pool configuration will cost: (3+M+N*16) *8.

	M
	Number of entries in CBR quantization table
	Table 1 in bits
	N
	Number of entries in TX Config Table 
	Table 2 in bits

	2
	4
	448
	4
	16
	656 or 528

	3
	8
	896
	5
	32
	1312 or 1056

	4
	16
	1792
	6
	64
	2624 or 2112


Per-pool configurations for some typical M,N combinations
	M
	N 
	Per TX pool in in bits

	3
	4
	560

	3
	5
	688

	3
	6
	816


It is worth noting that not all PPPPs need different configurations, this needs to be used for further optimization:

Proposal 3: Similar to CBR range, PPPP range can also be used for both Option A and Option B to reduce the CBR configuration parameter size per each TX pool.
2.4. Comparison: Option A vs. Option B:

Let use evaluate the two options with some practical scenarios. In this scenario, two TX pools are to be supported. In the first TX pool, the PPPP and CBR thresholds are configured as shown in the table:
	
	PPPP  
	CBR levels
	Common table in Option A
	Common tables for Option B
	Per-pool size

Option A
	Per-pool size Option B

	Pool 1
	0-1
	16
	2024 (=16+8+4+4+8+4) *(39+7)
	Tx-config table is 1092 (=(16+8+4)*39)
CBR-quantization table is 196 (3 tables for 16, 8, 4-levels)
	36(=4*(6+3))
	180(= 85+45+25+25)

	
	2-3
	8
	
	
	
	

	
	4-5
	4
	
	
	
	

	
	6-7
	4
	
	
	
	

	Pool 2
	0-4
	8
	
	
	18(=2*(6+3))
	70(=45+25)

	
	5-7
	4
	
	
	
	


Then, let us check the cost of current SIB scheme to support the above two pools. 

Analysis table for the current SIB 21 design:

	
	CBR levels 
	PPPPs
	SL-CBR-PSSCH-TXConfigList size
	Comments

	Pool 1
	16
	0-1
	3328
	16-CBR: PPPP 0-1, PPPP range is 2 PPPPs (6-bit), Tx configuration costs 39-bits, 16* (7+6+39) = 832

For the other two CBR quantization levels, the current scheme cannot take any advantage but to fill the same 16-entry table. So, the total size for all CBR-PPPP-TX-Config will be just 4*832 =3328


	
	8
	2-3
	
	

	
	4
	4-5
	
	

	
	4
	6-7
	
	

	Pool 2
	8
	0-4
	888
	8-CBR: PPPP 0-4, 8*(7+3*5+39) = 488

	
	4
	5-7
	
	4-CBR: PPPP 5-7, 8*(7+3*3+39) = 440




In summary, the comparison for the above scenarios are:
Current SIB21 scheme: 4216 bits
Option A: 2078 bits
Option B: 1538 bits
Proposal 4: RAN2 to consider the above options (Option A or B) to reduce the SIB 21 size to support congestion control for V2X.
3. Proposal
In this contribution, we made the following proposals:
Proposal 1: Using number of sub-channel to instead number of RB in tx-Parameters-r14.
Proposal 2: Correct the wrong TX power ranges to [-41dBm, 31dBm] so that 7-bit can represent the allowed range for TX power adaptation.
Proposal 3: Similar to CBR range, PPPP range can also be used for both Option A and Option B to reduce the CBR configuration parameter size per each TX pool.

Proposal 4: RAN2 to consider the above options (Option A or B) to reduce the SIB 21 size to support congestion control for V2X.
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