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[bookmark: _Ref481312381]Introduction
During the NR study item phase, a number of UP enhancements (compared to LTE) were agreed in support of the new requirements NR shall meet, such as operation in high frequency bands and associated fast channel variations, support for URLLC services. A key new feature introduced in the UP stack is the packet duplication at PDCP [1]. In this contribution, we study some impacts of supporting PDCP duplication and propose some associated PDCP and RLC enhancements.
Discussion
The RAN2 agreements so far lead to the two baseline architectures shown in Figure 1 for NR UP stack in support bearer duplication:
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[bookmark: _Ref478127483]Figure 1: Packet duplication in NR
As can be seen, when a DRB is configured to support packet duplication, and the duplication function is activated, PDCP duplicates any generated PDCP PDU and delivers each instance to one RLC entity. Both RLC entities are assumed running independently from each other.
One of the key motivations of the duplication feature is to take profit of multiples legs to deliver to upper layers packets from the always fastest leg. However, the resulting drawback is that the “slower” packets need to be discarded at some point and the slower route must somehow be aware of this. Moreover this architecture results in two potential issues:
- RLC Tx buffer overflow
- RLC AM ARQ window mismatch with actual RLC SDU receiving status  
[bookmark: _Ref481312399]RLC Tx buffer management
Buffer management will be needed at the transmitter to avoid buffer overflow when one leg works fine and the other is stuck. Indeed, even in the CA case, the LCP will address both logical channels of the duplicated bearer independently. As a result, a “working fine” leg continuously calls for new data which, being duplicated, ends-up overflowing the other leg, which is “slow”. Note that only in duplication case, a “working leg” will be pulling PDCP SDUs into PDUs in RLC SDU buffers of both legs. In split case, the working leg pulls PDCP SDUs into PDUs in its own RLC buffer only. If the other leg does not get grants, it won’t pull any PDCP SDU in its RLC SDU buffer.
Some kind of flow control could address this situation, however, the purpose of duplication precisely is to allow faster transmission of packets, so it would be counter-productive to control the incoming flow based on the slowest leg. Instead, a solution should solve this by letting transmitting RLCs from each leg be aware of the successful PDCP PDU receptions thus allowing periodically discarding packets in their buffers that made it on the other leg.
Observation 1: Packet duplication may lead to overflow of the Tx RLC buffer in the slow leg.
RLC ARQ window update
In the same slow leg / fast leg scenario, when RLC is configured in AM mode, the lower bound of the ARQ window will be outdated in the slow leg with respect to the fast leg. This will result in triggering unnecessary status reports in the slow leg ARQ as well as unnecessary retransmissions resulting in further increasing the slow leg congestion. In case the leg experiences deep channel degradation, the missing PDU may be re-transmitted a large number of times in this leg although it has been received on the other leg. Therefore, the ARQ window in the slow leg should be updated to allow it moving up its lower bound, thus reflecting the overall reception status of the duplicated bearer.
Observation 2: Packet duplication may lead to RLC ARQ windows mismatch between slow and fast legs resulting in slow leg triggering unnecessary status reports and retransmissions thus congesting further the slow leg.
Associated PDCP and RLC enhancements
We suggest solving the above issues with the below procedure:
1) PDCP Rx sends status reports reflecting successful PDCP SN receptions. Similar to RLC, these can be triggered periodically or when receiving polling from PDCP peer based on PDU number or PDU bytes.
2) PDCP Tx notifies RLC Tx of the successful PDCP SNs in all RLC Tx entities of active legs for this RB
3) RLC Tx identifies RLC SNs associated with ACK’ed PDCP SNs (from a mapping table between PDCP and RLC SNs), and:
a. Discards pending RLC SDUs not yet transmitted
b. AM: sends “direct ACK” with indication of successful SNs for RLC SDUs that have already been transmitted
4) Upon receiving “direct ACK”, RLC ARQ Rx moves its Rx window accordingly
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[bookmark: _Ref481312451]Figure 2: RLC Tx buffer and ARQ window management
This results in the following proposals:
Proposal 1: As part of the data transfer procedure, (i.e not limited to re-establishment procedure), PDCP Rx should support status report to PDCP Tx reflecting SNs of successful PDCP PDU receptions.
Proposal 2: RLC AM supports “direct ACK” from RLC transmitter to notify RLC receiver of successful PDU SNs via other legs. RLC can update its ARQ window accordingly.
Conclusion
In this contribution we studied the impact of PDCP duplication on the RLC Tx buffer and ARQ window in case of slow/broken leg amongst the two legs. It resulted in the following observations and proposals:
Observation 1: Packet duplication may lead to overflow of the Tx RLC buffer in the slow leg.
Observation 2: Packet duplication may lead to RLC ARQ windows mismatch between slow and fast legs resulting in slow leg triggering unnecessary status reports and retransmissions thus congesting further the slow leg.
Proposal 1: As part of the data transfer procedure, (i.e not limited to re-establishment procedure), PDCP Rx should support status report to PDCP Tx reflecting SNs of successful PDCP PDU receptions.
Proposal 2: RLC AM supports “direct ACK” from RLC transmitter to notify RLC receiver of successful PDU SNs via other legs. RLC can update its ARQ window accordingly.
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