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1 Introduction

In LTE, maximum PDCP SDU size is 8,188 octets (=213-4). In RAN2#96 meeting, supporting super jumbo frame up to 65KB was proposed for NR [1]. In the last RAN2 meeting in Athens, supporting jumbo frame [2] was discussed but not concluded. In this paper, we discuss about the maximum PDCP SDU size for NR. 
2 Discussion
2.1 Motivation and Benefit of Large Size Packet
Currently, many network devices (e.g. switch, network interface card) supports jumbo frame whose typical size is around 9,000 Bytes whereas standard Ethernet frame supports up to 1,500 Bytes. The motivation of large packet size is fast packet processing due to decreased number of interrupt of the large file with high data rate. This benefit is not only for RAN side but also end-to-end performance over the network. Also, percentage of header overhead for a jumbo frame is reduced 6 times, compared to 1,500 Byte packets. 
However, LTE L2 does not support the typical jumbo frame since the maximum PDCP SDU size in LTE is 8,188 Bytes. This jumbo frame should be fragmented by higher layer (i.e., TCP/IP). As a result, current LTE does not enjoy the gain of the large packet size. Furthermore, this increases network processing time and end-to-end latency due to the large number of small packets. 
Observation 1. By introducing large size packet, header overhead and end-to-end processing can be reduced in high data rate scenario.

2.2 Considerations for Super Jumbo Frame
Beyond the jumbo frame, supporting super jumbo frame up to 65KB was proposed in [1]. However, it is useful only when all the network devices on the network path support the super jumbo frame. Smallest MTU used by any device in the network path can be the practical MTU value. It is not clear that supporting the super jumbo size in NR always guarantees benefit on end-to-end performance since MTU capability of network device varies greatly. Moreover, network devices in the commercial market hardly support super jumbo frame. This means that 65KB may not be a practical number. 
More important problem is increasing buffer size in order to support super jumbo frame which is 8 times bigger than LTE whose maximum SDU size is 8,188 Bytes. This requires at least 8 times larger PDCP buffer size in both TX and RX because they should be always ready for the large-size packet without any problem. Table 1 shows the required buffer size assuming 18-bit PDCP SN size. 8.5GB buffer per radio bearer should be required in order to support super jumbo frame. Despite the large memory reservation, the actual usage is extremely low.
	Max PDCP SDU size
	Required buffer size

	8,188 Bytes (LTE)
	1.07GB (=2^(18-1))*8,188)

	16,383 Bytes (2^14-1)
	2.15GB (=2^(18-1))*16,383)

	65,535 Bytes (2^16-1)
	8.5GB (=2^(18-1))*65,535)


Table 1. Required PDCP buffer size for max PDCP SDU size (18-bit PDCP SN)
Observation 2. Super jumbo frame may not be practical and it requires huge buffer reservation in implementation.
By considering discussion above, we propose the followings:
Proposal 1. NR should support jumbo frame (9KB).

Proposal 2. NR should not support super jumbo frame (65KB).

Proposal 3. The number of radio bearers which supports large-size packet should be limited in NR.

3 Conclusion

Based on the discussion, we propose the following: 
Proposal 1. NR should support jumbo frame (9KB).

Proposal 2. NR should not support super jumbo frame (65KB).

Proposal 3. The number of radio bearers which supports large-size packet should be limited in NR.
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