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1 Introduction

Scheduling operation was discussed during the NR SI and the following agreements were made [1]:

	Scheduler Operation:

-
In order to utilise radio resources efficiently, MAC in gNB includes dynamic resource schedulers that allocate physical layer resources for the downlink and the uplink.

-
Taking account the UE buffer status and the QoS requirements of each UE and associated radio bearers, schedulers assign resources between UEs.

-
Schedulers may assign resources taking account the radio conditions at the UE identified through measurements made at the gNB and/or reported by the UE.

-
Schedulers assign radio resources in a unit of TTI (e.g. one mini-slot, one slot, or multiple slots).

-
Resource assignment consists of radio resources (resource blocks).

-
SPS scheme similar to LTE is supported.

-
Similar to LTE, The UE can skip UL grant if there is no data in the buffer rather than sending a padding BSR.


In this contribution we propose to make further progress on scheduler operation to ensure that ultra-low latency services can be adequately supported in the first release of NR.
2 Collision resolution
Using the already agreed mechanisms for scheduler operation, low latency operation is achievable by configuring SPS for a UE. When a larger number of UEs require low latency operation the network can either configure orthogonal resources or overlapping resources for SPS for these UEs. The former strategy can quickly lead to very poor spectrum utilization since ultra-low latency services typically consist of bursty traffic. To maintain reasonable spectrum efficiency (important at least for sub-6 GHz bands) the network thus needs to allow overlap between the SPS resources of different UEs.
Observation 1: Assigning orthogonal SPS resources to different ultra-low latency UEs does not scale from the perspective of spectrum efficiency.

To address the resource efficiency issue the network needs to be able to configure overlapping resources between UEs. Given that the UE can skip the UL grant if there is no data in the buffer this approach works in a TTI where only one UE has data to transmit. However, as the number of UEs configured to the same resource increases the probability that more than one UE transmits in the same TTI increases as well, which may result in failure due to collision. When such collision occurs, the network may not be able to determine the set of UEs that have attempted transmission unless a reliable UE identification mechanism is supported. In the absence of such information the network cannot quickly remedy the situation by assigning dynamic (dedicated) grants to the UEs, leading to failure of meeting the ultra-low latency requirement for these UEs.
Proposal 1: A mechanism to reliably identify UEs colliding in a shared resource is supported.
3 Dynamic scheduling of shared resource
The SPS mechanism is a good starting point for assigning a shared resource to a UE with low overhead. Another possibility is to provide a resource semi-statically. However, in some scenarios it may be advantageous to have the ability to dynamically grant a shared resource in the grid, possibly over-riding the SPS grant.

For example, in case of a temporary increase of traffic in a SPS resource, the network could assign using a dynamic grant a shared resource in the same TTI that over-rides this SPS resource for a subset of UEs configured with a certain RNTI (e.g. a CB-RNTI). If the network has configured different CB-RNTI values to the UEs assigned to the shared resource corresponding to the SPS grant, this mechanism can provide significant congestion relief. For instance, if half of the UEs use one CB-RNTI value and the other half use another CB-RNTI value, the load on the SPS resource is immediately reduced by 50% for that TTI. In case the congestion situation persists the network has time to re-assign UEs to different SPS resources to re-balance the load without severe performance degradation.
Another benefit of supporting dynamic grant of a shared resource is the ability to use resources outside of the SPS-granted (or semi-statically configured) resources that are temporarily unused by other (possibly non-ultra-low-latency) traffic.

Proposal 2: Dynamic scheduling of shared resource is supported.

4 Conclusion

This contribution discussed scheduler operation for adequate support of ultra-low latency services in NR. The following observation and proposals are made:
Observation 1: Assigning orthogonal SPS resources to different ultra-low latency UE’s results does not scale from the perspective of spectrum efficiency.

Proposal 1: A mechanism to reliably identify UE’s colliding in a shared resource is supported.

Proposal 2: Dynamic scheduling of shared resource is supported.
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