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Introduction
NR aims to achieve peak performance of tens of Gbps in both DL and UL (DL: 20 Gbps, UL: 10 Gbps) [1].  It is also well recognized that high frequency (mm-wave) beamforming is an enabling technology to fulfill this requirement. Nonetheless, at these frequencies, the transmitted signal is prone to blockage caused by buildings, vehicles, and human movement. The sudden significant drop in signal strength caused by such blockage can be a potential hurdle in maximizing UE throughput as observed by [2]. In this contribution, we perform simulations with similar settings as in [2] to understand the impact of blockage on TCP performance.
Discussion
Impact of blockage on TCP performance 
We conducted end-to-end simulations with the following parameters:
· Carrier Frequency = 38GHz
· 8 TX antenna with half power beamwidth = 12°
· 4 RX antenna with half power beamwidth = 30°
· Blocker: vehicle of width = 4.8m and height = 1.4m
· Blocker distance to the receiver: randomly selected between 0.5 and 1m
· TCP version: Cubic (Linux’s default TCP variant)
We assume that blockage is mostly caused by movement of vehicles or humans in a crowded area and are interested in how the TCP layer will behave in the face of the resulting short term but frequent drop in signal strength. In our experiments, we simulated periodic durations of blockage. In Table 1, we show the degradation in TCP performance relative to the non-blocking scenario, for three different blocking models.
	Blockage model
	TCP Throughput
	  Blockage Ratio (over total duration)
	TCP Degradation (relative to the non-blocking scenario)

	No blocking
	807Mbps
	0%
	0%

	With 0.1 second blocking for every 5 seconds
	712Mbps
	2%
	12%

	With 0.2 second blocking for every 5 seconds 
	371Mbps 
	4%
	54%

	With 1 second blocking for every 5 seconds
	229Mbps
	20%
	72%


[bookmark: _Ref473440526]Table 1: Transport layer performance 
Analysis of Performance Degradation 
TCP sender maintains a congestion window to determine the number of bytes that can be outstanding at any time. When sending data over a TCP connection, it is important to keep a sufficient amount of data outstanding (sent but not acknowledged) in order to achieve the highest throughput. The reason for TCP’s performance degradation under blockage can be seem from the graphs of throughput and congestion window shown below. 
For the case of 100ms blockage scenario, we see that TCP itself can handle the blockage without much trouble. 
[image: ][image: \\pc14100020\5G_share\NSA\NSA_exp\analysis\20170202\20170202132058_log_snd_cwnd.png]Figure 1: Throughput and congestion window variation of sender with 0.1s blockage (12% degradation with relative to non-blocking case)
For the case of 200ms and 1s blockage scenarios, the congestion window (cwnd) is seen to bounce around with many slow-start events occurring, as shown in the congestion window graph. Slow-start happens when the TCP Retransmission Timeout (RTO) timer expires. For every transmitted segment, TCP starts a retransmission timer. If no acknowledgment is received before the timer expires, then TCP retransmits the segment and enters the slow start phase with a congestion window of size 1MSS. The value of retransmission timer is based on TCP RTT measurements [3]. A TCP sender maintains two state variables to calculate the current RTO; SRTT (smoothed round-trip time) and RTTVAR (round-trip time variation). The RTO calculation can be approximated by the simplified expression: RTO = SRTT + 4 * RTTVAR. By taking NR requirements into consideration [1], we assume CN latency equals 20ms, and AS user plane latency equals 1ms, resulting in a RTT value that should be generally less than 100ms, In this case, the RTO is therefore limited by the OS lower bound, e.g., 200ms in Linux or 300ms in Windows. In short, we can assume a constant RTO value of 200ms in NR. Therefore, a temporarily user-plane interruption of 1 second is likely to results in TCP ACKs not being received before retransmission timer expires, and the TCP congestion window shuts down to 1 MSS. We also observe that when underlying link recovers after blockage, the retransmitted packets due to RTO may have been received in TCP receiver before blockage interruption, this will result in duplicate ACKs. Unfortunately, TCP sender treats receipt of 3 duplicate ACK as indication of congestion and thereafter enters “congestion avoidance state”. In this state, TCP sender reduces the window to a lower value than the current size, e.g., by about 80% in Cubic, and starts with linear growth. This further limits the window growth and the time to reach the maximum value.
                [image: ][image: \\pc14100020\5G_share\NSA\NSA_exp\analysis\20170202\20170202140901_log_snd_cwnd.png]Figure 2: Throughput and congestion window variation of sender with 0.2s blockage (54% degradation relative to non-blocking case)
[image: ][image: \\pc14100020\5G_share\NSA\NSA_exp\analysis\20170202\20170202131825_log_snd_cwnd.png]Figure 3: Throughput and congestion window variation of sender with 1s blockage (72% degradation relative to non-blocking case)

Observation 1: When user plane interruption is shorter than 100ms, TCP performance does not suffer.
Observation 2: When user plane interruption is longer, TCP congestion control mechanisms (e.g., RTO timeout or congestion avoidance) can severely degrade TCP performance.
Accordingly, we propose:
Proposal 1: RAN2 should recognize the challenge of HF blockage on TCP performance.
Potential solutions to address these concerns could be to fallback to a robust link (e.g., low frequency or LTE) during episodes of blockage. Transmission reliability could be further ensured through packet duplication. 
Proposal 2: RAN2 is requested to study mechanisms to prevent TCP congestion control mechanisms to be activated when the high frequency link is temporarily blocked. 
Conclusions
In this document we provided simulation results that show the impact of high-frequency blockage on TCP performance. We found that TCP’s congestion control mechanisms are ill-suited to deal with short but frequent blockage. Our observations and proposals are summarized below.
Observation 1: When user plane interruption is shorter than 100ms, TCP performance does not suffer.
Observation 2: When user plane interruption is longer, TCP congestion control mechanisms (e.g., RTO timeout or congestion avoidance) can severely degrade TCP performance.
Proposal 1: RAN2 should recognize the challenge of HF blockage on TCP performance.
Proposal 2: RAN2 is requested to study mechanisms to prevent TCP congestion control mechanisms to be activated when the high frequency link is temporarily blocked.
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