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Introduction
There is an ongoing discussion on the merits of TCP ACK thinning in RAN with the objective to minimize the ACK traffic, and the merits with ACK prioritization. This input paper discusses the actual need for such functionality and the applicability in perspective of future transport protocol evolution and future evolution towards low latency access technology. In short we conclude that no TCP-specific improvements are necessary.
[bookmark: _Ref178064866]Discussion
References [1] and [2] bring up the possible benefits with various optimizations to enhance the TCP performance. The optimizations are:
-	ACK thinning i.e. discard TCP ACKs to limit ACK traffic
-	Prioritize ACKs to enhance TCP performance
When TCP optimizations in various network middleboxes such is discussed, the following should be considered: 
1.	TCP ACK ratio: Schoolbook examples hint that every other TCP segment is ACKed or that an ACK is delayed at most 200ms. This is however not the full story as modern TCP stacks limit the ACK rate further. While a Linux stack in a powerful desktop PC transmits an ACK for every 2nd TCP segment for large file downloads, the situation is completely different for handheld terminals. For instance, some handheld terminals have an ACK ratio as low as 1 ACK for every 9 TCP segments for large file transfers. Table 1 shows a few values with a given handheld device. Considering this there is an increased risk that additional ACK thinning in the network can give unpredictable effects. 
2.	ACK clocking: TCP thinning can disturb the ACK clocking in TCP. Given that TCP stacks already today deploy various means to limit the ACK rate, additional ACK thinning can degrade performance. One such case is when an ACK purposed to advance the sending window is not forwarded.
3.	Ossification: This means that middleboxes optimize the transport protocol performance in various ways. A problem arises when TCP evolves with new functions and options and middleboxes are not updated to match these new functions. One known example is MPTCP where cases with middleboxes discarding the MPTCP related optional fields were discovered. Another case is faulty tampering with the window scaling. Ossification has led to the fact that developers of new transport protocols (QUIC) seek to expose as little information as possible to make evolution of these new protocols safer with techniques such as authentication and encryption being used to protect the protocol headers and payload data.
4.	Future transport protocols: QUIC is developed by Google and has found widespread use, for instance the bulk of Youtube traffic to Android telephones is today over QUIC. QUIC ACKs are hidden behind encryption, which means that middlebox optimization such as ACK thinning being difficult or impossible to realize.
5.	TCP's future role: Given that protocols like QUIC gain more terrain, the share of TCP traffic should decrease, it is therefore questionable if RAN2 should spend time on TCP optimizations.
6.	VPN Traffic. The use of VPN tunnels makes it impossible to inspect IP payloads if IP-sec is used in tunnel mode. Thus, it becomes impossible to determine if the IP packet load is TCP, UDP or something else.
7.	Low latency techniques. Promising future technologies such as L4S (Low Latency Low Loss Scalable throughput) [3] based on ECN (Explicit Congestion Notification) can give very low delay, even at high network load. The need for dedicated TCP optimization may diminish with the introduction of support for low latency technology such as L4S as TCP ACKs are then less likely to be queued up.
To exemplify #1 above, Table 1 below illustrates an experiment with a handheld device when Youtube streaming is performed with various bandwidth limitations. The table illustrates the ratio of packets in UL in relation to the packets in DL. 
[bookmark: _Ref477439182]Table 1 ACK ratios for a handheld device with various bandwidth limitation
	Bottleneck bitrate
	1Mbps
	3Mbps
	5Mbps
	10Mbps

	UL/DL packet ratio [%]
	69%
	44%
	36%
	27%



The lowest measured ACK rate measured in this experiment was 1 ACK for every 8 data packets.
Based on the above mentioned issues with middlebox interaction it is questionable if work on ACK thinning should be done in RAN2, furthermore it is observed that terminal vendors implement methods for the reduction of ACK traffic. With regards to the proposed work on e.g. prioritization of TCP ACKs, there could be some merits to this proposal. However, when aspects like the unclear dominance of TCP in the future due to the fast take up of QUIC, the use of VPN tunnelling, the existing UE implementations, and the long list of prioritized items in NR are taken into account we think this solution should not be specified.
[bookmark: _Toc473709599][bookmark: _Toc478152568]ACK thinning in NR nodes should be discouraged as it can compromise TCP performance, furthermore the introduction of QUIC reduces the potential benefit further.
[bookmark: _Toc478152569]ACK prioritization may have a certain benefit for the case that the path constitutes both data and ACK traffic. However, the rapid pick up of QUIC can reduce the potential benefit with this.
[bookmark: _Toc478152570]Future generic low latency enhancing techniques such as L4S can reduce the need to prioritize protocol ACKs 
Conclusion
In section 2 we made the following observations:
Observation 1	ACK thinning in NR nodes should be discouraged as it can compromise TCP performance, furthermore the introduction of QUIC reduces the potential benefit further.
Observation 2	ACK prioritization may have a certain benefit for the case that the path constitutes both data and ACK traffic. However, the rapid pick up of QUIC can reduce the potential benefit with this.
Observation 3	Future generic low latency enhancing techniques such as L4S can reduce the need to prioritize protocol ACKs

Based on the discussion in section 2 we propose the following:
TCP ACK thinning in RAN nodes should not be specified.
TCP ACK prioritization in RAN nodes should not be specified.
RAN2 may look at future generic low latency enhancing techniques such as L4S that do not rely on transport protocol specifics.
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