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Introduction
This contribution discusses different slicing scenarios and addresses how to support the following mechanisms:
· PLMN/Slice selection
· Access control
· Active and inactive mobility
[bookmark: _Ref178064866]Example slicing scenarios
Scenario 1: PLMN wide slice
In this scenario the network slice is not limited to a local area but is available across all cells and across all frequencies of the PLMN. Such deployment might be suitable for e.g. remote electricity metering where the electricity company is assigned its own unique network slice.
When the UE (in this case an electricity meter) is powered on for the first it must first find its PLMN, select a suitable cell, and register onto the network slice. The PLMN selection is expected to be similar as in LTE; that is, the UE scans all frequencies and reports the available PLMNs to NAS which selects one of them based on either automatic or manual methods.  After the PLMN is determined the UE will perform initial cell selection where it will select a suitable cell belonging to the PLMN to camp on.
Once a suitable cell has been found the next step is to register onto the network slice. As agreed in the RAN2 TR [4] and as is further described in [3], the UE can provide a pre-configured slice identifier (NSSAI) during the network attach procedure to enable the RAN to select the correct CN instance. If no NSSAI is provided by the UE, the attach request is routed to a default CN instance from where further re-routing may take place based on subscription information. At successful network registration the UE is assigned a Temp ID (5G-CN equivalent of S-TMSI) which is included in RRC during subsequent accesses to route the NAS message to the correct CN instance. The CN also indicates the accepted NSSAI (and possibly other policy/configuration parameters) to the UE and RAN in the attach accept message and initial context setup procedure, respectively. This information allows the RAN to apply e.g. the correct QoS policies and L1/L2 configuration.
Note that it may not be necessary to include the full NSSAI in RRC during the network attach procedure but only the part that allows the RAN to select correct CN instance (e.g. only one of the S-NSSAIs contained in the NSSAI). Further details on which part of NSSAI that needs to be included in RRC are given in [3].

Proposal 1 [bookmark: _Toc476318751][bookmark: _Toc476318773][bookmark: _Toc476318804][bookmark: _Toc476319243][bookmark: _Toc476320315][bookmark: _Toc478044585][bookmark: _Toc478145999][bookmark: _Toc478146580]Network slice selection is handled by the UE NAS layer.  The slice type/slice id can be indicated by UE NAS and transparently included by UE AS in the RRC Connection Establishment to assist RAN with selecting the correct CN instance.



Figure 1: UE registering onto a network slice
In case of an overload situation caused by e.g. an access peak or node re-start, the network may want to  reduce RAN or CN load by applying access barring. In [1], a unified access barring scheme is described based on an ACDC-like mechanism, and in [2] we address slicing aspects of access control and propose that rules for determining access category also include slice. 
Access Category = f ( ...., Slice ID = NN; …) 
The rules which define how to map an access attempt to an access category are set by the NAS layer. With such a solution, the UE AS only need to act on the barring information that is broadcast for different access categories, it does not necessarily need to know what slice is mapped to what access category. 
Proposal 2 [bookmark: _Toc478044586][bookmark: _Toc478146000][bookmark: _Toc478146581]The UE AS should handle access barring information (broadcasted barring parameters) for access categories, but should not necessarily be aware of slice-to-access category mapping.
Active and inactive mode mobility is of less interest in this scenario as the UE is assumed stationary and the network slice is assumed to be supported in the whole PLMN. This will instead be considered in the next scenario. 
Scenario 2: Local slice
In this scenario the network slice is provided to users in a limited geographical region (e.g. an industrial area or factory) and, potentially, under a single frequency layer.


The new aspect here compared to the previous scenario is the limited slice availability which impacts active and inactive mode mobility. As indicated in the LS from SA2 [5], a network slice is assumed to be supported throughout a UE registration area, i.e. the granularity of the slice availability is on TA level. To avoid that a UE re-selects to a cell not supporting the network slice during inactive mode mobility, it is therefore sufficient if the CN indicates the TAs where the slice is available. The list of allowed or forbidden TAs can be provided in the initial network attach and would function in a similar way as the “Forbidden TAs for roaming” list in LTE, i.e. only cells belonging to one of the allowed TAs will be considered during cell-reselection. For active mode mobility it is assumed the RAN can ensure the target node supports the given slice.
Proposal 3 [bookmark: _Toc476224191][bookmark: _Toc476224259][bookmark: _Toc476230557][bookmark: _Toc476230620][bookmark: _Toc476316468][bookmark: _Toc476316887][bookmark: _Toc476318806][bookmark: _Toc476319245][bookmark: _Toc476320317][bookmark: _Toc478044587][bookmark: _Toc478146001][bookmark: _Toc478146582]Local network slices (i.e. network slices provided only in a limited geographical reqion) is supported using forbidden/allowed TA lists configured via NAS. Broadcasting e.g. list of supported network slices in system information should be avoided.
The case where the slice is restricted to a single frequency layer can in our view also be handled using dedicated signalling. As long as the initial attach can be performed on some other frequency, the network can configure dedicated frequency priorities to re-direct the UE to the correct frequency layer. Similar mechanism is supported already today in LTE where a carrier can be made “sticky” by configuring dedicated frequency priorities at RRC connection release.
Proposal 4 [bookmark: _Toc476224192][bookmark: _Toc476224260][bookmark: _Toc476230558][bookmark: _Toc476230621][bookmark: _Toc476316469][bookmark: _Toc476316888][bookmark: _Toc476318807][bookmark: _Toc476319246][bookmark: _Toc476320318][bookmark: _Toc478044588][bookmark: _Toc478146002][bookmark: _Toc478146583]Network slices restricted to a single frequency layer is supported by using dedicated frequency priorities configured via RRC or NAS. Broadcasting slice-specific frequency information in system information should be avoided.
More details on slice availability and its impact on idle and connected mode mobility is provided in [4].
Scenario 3: Roaming case
In this scenario the UE roams into a visited PLMN (VPLMN) which has roaming agreement with the home PLMN (HPLMN) and obtains service from a specific network slice. This scenario is expected to be common for e.g. vehicle tracking systems where devices move across country borders.
When the UE loses coverage of the HPLMN it will perform PLMN selection and search for service on other networks. After the VPLMN is selected and a suitable is found, the UE will try to register onto a network slice. In the same way as during the HPLMN registration, the UE includes its configured NSSAI with the attach request, if available, to enable the RAN to route the message to the correct CN instance. The SA2 TS on 5G system architecture [7] describes the CN selection in the VPLMN as follows:
For roaming scenarios, the network slice specific network functions in VPLMN and HPLMN are selected based on the S-NSSAI provided by the UE during PDU connection establishment as following.
-	If a standardized S-NSSAI is used, then selections of slice specific NF instances are done by each PLMN based on the provided S-NSSAI.
-	Otherwise, the VPLMN maps the S-NSSAI of HPLMN to a S-NSSAI of VPLMN based on roaming agreement (including mapping to a default S-NSSAI of VPLMN). The selection of slice specific NF instance in VPLMN are done based on the S-NSSAI of VPLMN, and the selection of any slice specific NF instance in HPLMN are based on the S-NSSAI of HPLMN.
Editor's note:	The case where the HPLMN (based on roaming agreements) configured non-standard S-NSSAI values of the VPLMN in the Configured NSSAI for that PLMN is FFS
As can be seen the CN selection differs depending on if the NSSAI is standardized or not. In our understanding the NSSAI referred to above is provided at NAS level (i.e. within the attach request) and the translation of a non-standardized NSSAI is performed in the CN. It is not described how the initial routing of the attach request is supposed to be handled in the RAN for a non-standardized (i.e. HPLMN specific) NSSAI. As we see it there are two possibilities:
· UE sends nothing on RAN level and ends up in default CN which then re-directs the UE to the correct CN instance based on NAS level provided IMSI (HPLMN) + NSSAI. The re-direction can be done either via the RAN or via direct signalling between the CN instances.

· UE sends NSSAI to RAN + HPLMN info. RAN has the possibility to select the right CN instance immediately.
Once the correct CN instance has been located the rest of the procedure is similar to the non-roaming case. In particular, at successful attach the UE is assigned a Temp ID which is used during subsequent accesses to route NAS messages to the correct CN instance.
Proposal 5 [bookmark: _Toc476224193][bookmark: _Toc476224261][bookmark: _Toc476230559][bookmark: _Toc476230622][bookmark: _Toc476316470][bookmark: _Toc476316889][bookmark: _Toc476318808][bookmark: _Toc476319247][bookmark: _Toc476320319][bookmark: _Toc478044589][bookmark: _Toc478146003][bookmark: _Toc478146584]RAN2 to discuss how the CN instance is selected at roaming when a non-standardized slice type/slice id is indicated by the UE.
After the initial attach procedure the CN can use dedicated signalling to re-configure the UE in the same way as in the previous scenarios.
· Access barring can be configured by defining additional access categories via NAS. Note in the roaming case the non-standardized rules for mapping access attempts to access categories are defined by the VPLMN. 

· Idle mode mobility behaviour can be configured by providing the list of allowed/forbidden TAs and dedicated frequency priorities.
Scenario 4: Massive slicing
Slicing can be seen as an extension of PLMN-based network sharing which has existed in LTE since Rel-8. In LTE a cell can be shared by up to 6 operators and the PLMN ID of each operator is broadcasted in SIB1. It was later discovered though that 6 PLMN IDs is too limiting and there have recently been requests to increase this number for NR. This experience tells us that we should avoid making restrictive assumptions on the number of slices that we need to support.
It is currently difficult to predict how network slicing will be used in the future and the number of slices could potentially be very large (e.g. hundreds). However, as long as most of the slice specific configuration is done via dedicated signalling it should be possible to deploy additional network slices in a transparent manner without increasing the amount of broadcasted system information. Dedicated signalling also has the general benefit that messages are easier to extend as there is no need to maintain backwards compatibility with earlier UE releases.
From the UE point of view the situation should appear the same regardless of the number of network slices that the operator has deployed. Based on what is broadcast it will not be able to tell the difference if there is single or a large number of network slices deployed.

Proposal 6 [bookmark: _Toc478044590][bookmark: _Toc478146004][bookmark: _Toc478146585]The network slicing solution shall be able to support a large number of network slices (possibly hundreds). 


Conclusion
In this contribution we have considered different slicing scenarios and showed how they can be supported without broadcasting slice specific information in system information.
[bookmark: _Toc476318796][bookmark: _GoBack]A wide range of slicing scenarios can be supported without broadcasting slice specific information in system information.

Based on the discussion in section 2 we propose the following:
Proposal 1	Network slice selection is handled by the UE NAS layer.  The slice type/slice id can be indicated by UE NAS and transparently included by UE AS in the RRC Connection Establishment to assist RAN with selecting the correct CN instance.
Proposal 2	The UE AS should handle access barring information (broadcasted barring parameters) for access categories, but should not necessarily be aware of slice-to-access category mapping.
Proposal 3	Local network slices (i.e. network slices provided only in a limited geographical reqion) is supported using forbidden/allowed TA lists configured via NAS. Broadcasting e.g. list of supported network slices in system information should be avoided.
Proposal 4	Network slices restricted to a single frequency layer is supported by using dedicated frequency priorities configured via RRC or NAS. Broadcasting slice-specific frequency information in system information should be avoided.
Proposal 5	RAN2 to discuss how the CN instance is selected at roaming when a non-standardized slice type/slice id is indicated by the UE.
Proposal 6	The network slicing solution shall be able to support a large number of network slices (possibly hundreds).
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