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1
Introduction
In RAN2#96 meeting, the following agreements were achieved [1]:
	· FFS if LCP procedures need to be changed and if multiplexing restrictions will be needed.  Wait for RAN1 to progress

· FFS if some logical channel should be given priority to use the sTTI and the mechanisms to achieve this


In this document, the multiplexing and logical channel prioritization (LCP) procedure of different TTI lengths is discussed from RAN2’s perspective.
2
Discussion
In LTE, RRC controls the scheduling of uplink data by signalling for each logical channel: priority, prioritisedBitRate which sets PBR and bucketSizeDuration which sets BSD. The UE should first meet the PBR principle based on the token-bucket model controlled by PBR and BSD. If there is room left in the MAC PDU, the UE allocates resource for each logical channel in the decreasing order of priority.
When sTTI is introduced, there are MAC SDUs with different TTI length (i.e. 1 subframe, 2 symbols or 7 symbols) in MAC entity may need to be multiplexed into MAC PDU(s). We think there are two options for LCP procedure in this case:
-
Option 1: Single LCP for different TTI length;

-
Option 2: Separate LCP for different TTI length;

-
Option 3: Multiplexed LCP for different TTI length.
These two options will be discussed in the sections below.

2.1
Single LCP for different TTI length
In Option 1, a single LCP procedure is used in MAC entity for different TTI length. The service with different TTI length on different logical channel can be configured by RRC with an absolute priority value. When an UL grant is received, a single LCP procedure is used to multiplex the MAC SDUs with different TTI length into one MAC PDU according to the absolute priority order same as the current LCP procedure. In this way, the data of sTTI may be transmitted in legacy TTI grant, and the data of legacy TTI may be transmitted in sTTI grant. But the low latency requirement of sTTI services cannot be satisfied.
Observation 1: Single LCP for different TTI length cannot satisfy the latency requirement of sTTI.
From Observation 1, it is proposed that:

Proposal 1: Single LCP procedure both sTTI and legacy TTI is not supported.
2.2
Separate LCP for different TTI length
In Option2, the legacy TTI and sTTI use separate LCP procedure. And it is natural to configure the LCP parameters separately in RRC in this option. The parameters include the priority, PBR and BSD of logical channel for sTTI and legacy TTI separately. Besides, the mapping between logical channel (group) and the TTI length should also be configured, i.e. which TTI length that the data of logical channel (group) is used.
Proposal 2: The logical channel priority of sTTI and legacy TTI as well as the mapping between logical channel (group) and TTI length should be configured separately by RRC signaling.
In this way, when the UL grant is received, the data of sTTI and legacy TTI is assembled in the grant according to the resource assignment. For example, when the sTTI grant is received, only the MAC SDU of sTTI can be multiplexed into the grant. On the other side, if the legacy grant is received, only the MAC SDU of legacy TTI is multiplexed into the grant. And the token bucket parameters are updated based on the TTI length separately.
The LCP procedure discussed above is shown in Figure 1.
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Figure 1: Separate LCP for different TTI length
However, when there are resources left in the grant, it will be wasted in some cases. As shown in Figure 2, when data of legacy TTI has arrived, as it cannot be multiplexed into the sTTI it has to wait for the next available UL grant.
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Figure 2 Resources waste in individual LCP procedure
Observation 2: Separate LCP procedure for sTTI and legacy TTI is simple but may cause extra resources.
2.3
Multiplexed LCP for different TTI length

Option 3 can be seen as an improvement of Option 2, multiplexing is used in MAC entity for different TTI length. Data of different TTIs are multiplexed individually firstly. When there are resources left for a specific TTI length, the data of other TTI length may be multiplexed with lower priority.

Issues like resource waste may be avoided. However, the traffics of different TTI length have different QoS requirements, such as delay. Therefore, different cases should be analysed.

-
UL grant of sTTI is left
If UL grant of sTTI is left, the data of legacy TTI traffic can be multiplexed into the grant. Since the logical channel identifier in MAC subheader can identify the traffic type. Thus, the eNB can identify the data of different TTIs. This method is shown in Figure 3, and it can save time and improve the throughput.
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Figure 3. The data of legacy TTI is multiplexed into UL grant for sTTI
Especially if the BSR indicating the legacy logical channel buffer size is included in the sTTI grant, much time can be saved as the UE can notify the eNB it has new data timely. If the sTTI service also has BSR needs to be reported, a long BSR can be used to carry both the buffer size information for sTTI and legacy TTI services by differentiating the logical channel groups.
Observation 3: The latency of legacy TTI service can be reduced if the data especially the BSR of legacy TTI is multiplexed into the sTTI UL grant.

-
UL grant of legacy TTI is left
Data of sTTI is delay-sensitive. If data of sTTI is multiplexed into the grant of legacy TTI, it may not meet the latency requirements of the sTTI data. 
Proposal 3: Multiplexed LCP is used for different TTI length. I.e., the traffic of legacy TTI can be multiplexed into the sTTI UL grant and has lower priority than the traffic of sTTI during multiplexing; and the traffic of sTTI should not be multiplexed into the legacy TTI UL grant.
3
Conclusions

In this document, we provide some initial considerations on the multiplexing and LCP of different TTI lengths, and we have the following observations and proposals:
Observation 1: Single LCP for different TTI length cannot satisfy the latency requirement of sTTI.
Proposal 1: Separate LCP procedure for both sTTI and legacy TTI is not supported.
Proposal 2: The logical channel priority of sTTI and legacy TTI as well as the mapping between logical channel (group) and TTI length should be configured separately by RRC signaling.
Observation 2: Separate LCP procedure for sTTI and legacy TTI is simple but may cause extra resources.
Observation 3: The latency of legacy TTI service can be reduced if the data especially the BSR of legacy TTI is multiplexed into the sTTI UL grant.

Proposal 3: Multiplexed LCP is used for different TTI length. I.e., the traffic of legacy TTI can be multiplexed into the sTTI UL grant and has lower priority than the traffic of sTTI during multiplexing; and the traffic of sTTI should not be multiplexed into the legacy TTI UL grant.
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