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1
Introduction
Last RAN2#ad hoc meeting discussed the slice availability but without agreements [1]. Both RAN3 and SA2 have made some progress on slice availability as follows.  
In the RAN3 TR, key principle about slice availability is described [2]. 
Slice Availability
-
Some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. If such awareness is also beneficial for intra-frequency mobility may be discussed in the normative phase. It is assumed that the slice configuration does not change within the UE’s registration area.
-
The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.
SA2 sends a LS response regarding the slice availability/unavailability impact on idle and connected mobility to RAN3 and RAN2 as follows [3]
On Slice availability and mobility:
· Q1 (to SA2): Is a network slice considered to be available within the whole RAN or should it be assumed that slice availability is not guaranteed within the whole network? If slice availability cannot be guaranteed within the whole RAN, is there any assumption on areas within which availability can be assumed?
· Ans1: SA2 currently assumes that the slice configuration assigned to the UE is uniformly supported across the UE registration area.  As for slice availability beyond the UE’s serving registration area and if it becomes unavailable, SA2 has not studied such specific aspect
· Q2 (to SA2 and RAN2): Does network slice availability/unavailability impact idle and connected mode mobility?
Ans2: In connected mode, it is at present not clear yet if cell selection procedures should be sensitive to slices. When a UE exits the TA (list) where uniform support of slices is expected, a TAU procedure is expected to align the set of slices supported in the new TA(list) between UE and network. 

· Regarding idle mode: it is at present not clear yet if cell selection procedures should be sensitive to slices supported and whether the support of certain network slices can be expected to be broadcasted or shared by the RAN with the UE population. This is FFS and we would welcome input from RAN WGs on this also
In this document, we further discuss the impact of network slice availability on idle, inactive and connected mode mobility respectively from RAN2 perspective.
2
Discussion
2.1
Deployment of network slices
As agreed in [2], some slices may be available only in part of the network, e.g. deployed indoor for enterprise or shopping malls. Generally network slicing deployment is driven by factors of business and planning. It should be possible that not all RAN node/cell would deploy and support all the network slices per PLMN.
Observation 1: Different RAN nodes/cells may support different pre-configured network slices depending on business and planning factors.
2.2
Granularity of slice availability
SA2 currently assumes that the slice configuration assigned to the UE is uniformly supported across the UE registration area. That is, the slice availability level is per TA(s) granularity. As it is assumed to be finalized at later WI phase and could be possibly changed, it is still beneficial for RAN2 to analyze several possibilities of slice availability granularity as follows. 
· Alternative 1: Tracking area(s) level
In this case, slice availability is associated with tracking area(s). The cells within the tracking area shall support the same network slices. When the UE moves within the tracking area, it could assume that slices are always supported. This alternative could be applied to scenarios where network slice covers larger area. However, this alternative may restrict the TA arrangement, and the relation with the slice deployment needs further investigation. For example, 
· As Fig.1 shows, when the network decides to support a new slice under cell A coverage only, the network may have to assign a new TA2 to cell A. 
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Figure 1. Example of TAI change due to the addition of slice
· It would be difficult to support multiple slices across different cells. As Fig. 2 shows, even if Cell A and cell B both support Network Slicing Instance(NSI) 2, they have to be allocated with different TAIs. 
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Figure 2. Example of TAI change due to multiple slice configurations
· Frequent TAU procedure might be initiated if the UE is configured with a short TAI list across the areas with different slices overages. This would impact idle UEs, connected UEs as well as inactive UEs. 
· Alternative 2: RAN notification area level
In this alternative, those cells within the RAN notification area would support same slices. The above analysis of alternative 1 applies here. 
· Alternative 3: Cell level. 
Compared to the above two alternatives, in this case, one cell could support one or more slices while another cell could support different ones. It could be easily used in small slice coverage scenario, and holds deployment flexibility. This alternative may provide full flexibility and has a finer slice availability granularity. But it may not be an efficient way for large slice coverage cases. 
From the analysis above, there are many issues about the TA slice availability granularity. As proposed in observation 1, the slice availability would be dependent on business and planning factors. Hence further study as well as the input from operators is required.  
Observation 2: Slice availability granularity could be possibly cell level, TA(s) level or RAN notification area level. The input from operators is required. 
2.3
Impact of slice availability on UEs
As given in [3], SA2 is not clear yet about the impact on idle and connected UEs. It is beneficial for RAN2 to provide some analysis first, which is given as follows. 
· IDLE mode and INACTIVE mode
RAN2#NR Ad hoc meeting agreed the following aspects on cell (re)selection. 
1:
LTE cell selection and reselection mechanisms are the baseline for NR 
2
In multi-beam operations, measurement quantity of a cell is derived amongst the beams corresponding to the same cell. FFS how to derive the cell level measurement quantity from multiple beams (may or may not be different from connected)
3
As in LTE, UE can prioritise a frequency based on service. On the selected frequency the UE attempts to camp on the best cell.

4
Suitability criterion: Cell quality is above a threshold; Cell is not barred; Cell belongs to selected/R (E) PLMN. Other conditions (if any) are FFS.

5
Cell broadcasts (e.g. in minimum SI) the service(s) supported by it.

Typically, the idle UE would perform cell reselection based on its acquired SI from its camped cell or previously stored system information. When the idle UE is not aware of the supported slices of its camped cell or/and neighbour cells, it would become inefficient and power-consuming if the UE requests slice related service request but the network rejects. Hence it is beneficial for idle UEs to be aware of supported slices of the network. 
Observation 3: Idle UEs should be aware of the slice availability, otherwise the slice related procedures would become useless and inefficient. 
A new RRC_INACTIVE state was agreed, and these inactive UEs would perform UE based mobility. (Note that UL based mobility is under discussion). Similar to the analysis for idle UEs, it is beneficial for inactive UEs to be aware of the slice availabilities. For example, the inactive UE could continue to transmit the slice specific intermittent data when it moves to a new cell which supports the same slice. When it leaves the slice coverage, there may be no need for this data transmission. Also it is possible for the inactive UE to initiate the slice related data transmission when it moves to new slice coverage. 
Observation 4: Inactive UEs should be aware of the slice availability e.g., for efficient intermit data transmission corresponding to specific slices requirements. 
In [4], there were discussions about the slice-based cell (re)selection, which proposed that slice based cell selection should be avoided. In fact, the slice availability could be considered as part of the reselection criteria. Typically, when the comparable measurement results are detected, the idle or inactive UE could reselect the cell which supports its slices.  
Proposal 1: Idle or inactive UEs should follow cell reselection criteria of its camped cell taken the slice availability information as part of the reselection criteria into account. 
· CONNECTED mode 
For connected UEs, it could initiate slice specific session request for the services of the supported slice when it found that the slice is supported by its serving cell. Hence awareness of slice availability is useful for connected UEs as well. 
Observation 5: Connected UEs should be aware of the slice availability e.g., to initiate slice specific session request.  
RAN3 agreed it was beneficial for neighbour gNBs to be aware of the supported slices for inter-frequency mobility. When the source gNB determines to handover a UE, it could take the slice availability information of its neighbour gNBs into account, and select a candidate target gNB for the UE.  
It remains FFS in RAN3 whether such slice availability is beneficial for intra-frequency mobility scenario. The main concern is that if source gNB only considers the slice availability of its neighbour gNBs without taken into account other information e.g., UE mearsurement results, the handover may be failed. In fact, the slice availability information could be taken as part of information into account for handover decision. Typically, under the comparable measurement results from the UE, the serving gNB could prioritise handover to one gNB which supports the slices in order to ensure the service continuity. . 
Proposal 2: The serving gNB should take slice availability information of its neighbour gNBs into account for handover decision. 
2.4
How UEs are aware the slice availability? 
Based on the analysis above, it is needed for idle UEs, inactive UEs as well as connected UEs to be aware of the supported set of slices. In the following, some candidate solutions are given as follows for further study.
· System information : The supported set of slices could be given in system information, e.g. in terms of slice/service type . However, this solution may not scale well with the potential growth of slices in the future. One potential method is to treat as Other SI which is sent only when necessary.
· Dedicated signalling : The supported set of slices could be provided in dedicated signalling e.g., RRC or NAS procedure. For example, when the UE attaches to the network or performs TAU, the CN could provide the slice related allowing or forbidden list to the UE and the RAN. This list could include those cells or TAs as well as their supportted or forbidden slices for the UE. Based on this list, idle/inactive UEs could select the suitable cell to camp. For connected UEs, the serving gNB could select the proper target gNBs for handover decision based on the list.  This may work similar to the Roaming and Access Restrictions in LTE system.  
· Redirection: When the idle or inactive UE transits to active mode, the RAN node may recognize that the requested slices are not supported in the serving cell/node but is supported in another cell/node through Xn exchange. Then, the UE is instructed to return to idle, and redirected to the other available node.
In addition, the RAN nodes may use multi-connectivity operation to provide slice-specific services for multiple slices. When the UE requests a slice that is not deployed in the cell/node, the network may trigger multi-connectivity if it is supported in a neighbouring cell/node. 
Proposal 3: The potential solution for UE to be aware slice availability could be one or any combination of broadcast, dedicated signalling, redirection and multi-connectivity.
3
Conclusions
This contribution analyzes the deployment of network slices and the effects of slice availability over IDLE, INACTIVE mode and CONNECTED mode mobility. Finally, the following proposals are made.
Observation 1: Different RAN nodes/cells may support different pre-configured network slices depending on business and planning factors.
Observation 2: Slice availability granularity could be possibly cell level, TA(s) level or RAN notification area level. The input from operators is required. 
Observation 3: Idle UEs should be aware of the slice availability, otherwise the slice related procedures would become useless and inefficient. 
Observation 4: Inactive UEs should be aware of the slice availability e.g., for efficient intermit data transmission corresponding to specific slices requirements. 
Observation 5: Connected UEs should be aware of the slice availability e.g., to initiate slice specific session request.  
Proposal 1: Idle or inactive UEs should follow cell reselection criteria of its camped cell taken the slice availability information as part of the reselection criteria into account. 
Proposal 2: The serving gNB should take slice availability information of its neighbour gNBs into account for handover decision. 
Proposal 3: The potential solution for UE to be aware slice availability could be one or any combination of broadcast, dedicated RAN-UE signalling, redirection and multi-connectivity.
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