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1.  Introduction

RAN2#95bis made the following agreements:
Agreements
1:
RAN determines the mapping relationship between QoS flow (as determine by the UE in UL or marked by the CN in DL) and DRB for UL and DL. 
1a
RAN can map multiple QoS flows to a DRB.
2
Specification will not forbid a GBR flow and non-GBR flow to be mapped to the same DRB, but we will not introduce mechanisms to optimise this case.
3
Specification will not forbid more than one GBR flow to be mapped to the same DRB, but we will not introduce mechanisms to optimise this case.
FFS: Whether traffic from different PDU sessions can be mapped to one DRB or not.
This contributions looks at a simple performance analysis to question whether agreements 2 and 3 are technically correct, and proposes to reconsider them based on our simulations.
2. GBR applications
Before getting into simulations it is worth making a further observation regarding GBR applications.

Guaranteed bit rate (GBR) defines the minimum bit rates provided to an application. Analysing the use cases of GBR applications, they can be generally categorized to

· Multimedia, e.g. video/voice/gaming, applications

· Mission critical applications requiring low delay

For both categories, reasonably bounded delay are required. Without a reasonable delay requirement, the minimum bit rate is not meaningful for the applications. 
Observation 1: GBR application is only meaningful with a delay budget requirement.
3. Simulation analysis
Given the above observation, we ran a simulation to analyse whether the QoS requirement of GBR flow can be satisfied with an aggregated DRB including a non GBR flow. 
As an example for the GBR flow, we take LTE QCI 1 for conversational voice as defined in TS23.203 [2] table 6.1.7, for which the maximum delay budget is 100ms. 
The simulation model assumes a GBR voice flow is aggregated with non-GBR flow in one DRB. 
The simulation model traffic assumptions are as follows:

-
GBR traffic is modelled as Poisson traffic with a mean data rate at 36.65Kbps. The payload size of the GBR flow is 92 bytes estimated based on AMR-WB 12.65 coder (253 coded speech bits every 20ms), with 12-byte RTP header, 8-byte UDP header, and 40-byte IPv6 header, and on average 5 bytes per IP packet L2 overhead.

-
Non-GBR traffic is modelled as a separate Poisson traffic. We assume a payload size 1500 bytes IP packet + 5 bytes average overhead in L2. 
-
The data rate of the UL channel is assumed 300Mbps. For a realistic settings, we assume the maximum queue depth of 150ms of the 300Mbps traffic. 
We assume two kinds of queue implementations to serve the traffic: 

· Option 1 (FIFO): Simple FIFO packet service within a DRB. 

· Option 2 (Virtual Queue): Priority multiplexing of flows within a DRB, given GBR flow always has higher priority based on a virtual queue implementation, i.e., a smart implementation that performs intra DRB QoS.

As shown in figure 1, the simulation results show that while the bit rate can be guaranteed for the GBR flow, however, the packet delay budget (PDB) requirement may be violated when non-GBR traffic load increases. According to TS23.203 [2], the PDB shall be interpreted as a maximum delay with a confidence level of 98 percent. 
For option 1 (FIFO), the 98% confidence level delay of the GBR traffic increases to about 150ms which is larger than the PDB 100ms as the non-GBR traffic starts to saturate the DRB. Note that the delay may even further increase without the maximum queue size set to 150ms.
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Figure 1: Simulation results: GBR traffic delay at 98% confidence level
Observation 2: If GBR and non-GBR flows with the same priority are mapped to the same DRB, it is difficult to guarantee the desired packet delay budget without implementing virtual queues on the Tx side.

Observation 3: To ensure GBR application’s delay budget in the case that GBR and non-GBR are mapped to the same DRB, both gNB and UE must support priority scheduling and both must implement scheduling algorithm based on flow prioritization within DRB. 
Observation 4: The whole point of having separate DRBs in the first place is to not have to do intra DRB scheduling to meet the QoS requirements of a flow.
Proposal 1: GBR flow and non-GBR flow shall not be mapped to the same DRB.

4. Conclusions
Observation 1: GBR application is only meaningful with a delay budget requirement.

Observation 2: If GBR and non-GBR flows with the same priority are mapped to the same DRB, it is difficult to guarantee the desired packet delay budget without implementing virtual queues on the Tx side.

Observation 3: To ensure GBR application’s delay budget in the case that GBR and non-GBR are mapped to the same DRB, both gNB and UE must support priority scheduling and both must implement scheduling algorithm based on flow prioritization within DRB. 

Observation 4: The whole point of having separate DRBs in the first place is to not have to do intra DRB scheduling to meet the QoS requirements of a flow.

Proposal 1: GBR flow and non-GBR flow shall not be mapped to the same DRB.
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