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1 Introduction
For eMBB UL transmissions targeting 10Gbps [1], a large amount of IP data (nearly 10Mb) would need to be prepared for transmission by the protocol stack every millisecond. For URLLC UL transmissions, turn-around time between grant and transmission is expected to be very small. At the RAN1#86BIS meeting, the following agreement was reached [2].
· UL assignment in slot N and corresponding uplink data transmission in slot N+K2
· All UEs should support K2≥1 with exact values for K2 FFS
· Some UEs may support K2=0 (FFS conditions)

This combination of reduced turn-around time and increased data rates for NR significantly increases the processing requirements of NR UEs. As increased processing requirements come at the cost of power consumption, ways to reduce the impact of the processing requirements need to be explored. One way to reduce the impact of the latency requirements is to enable as much offline preparation as possible. We define offline preparation as the procedures that could be performed prior to knowledge of the grant for transmission.

In this contribution, we start with a short description of the transport block preparation procedure currently used in LTE. With the LTE design as a starting point, we then describe potential areas of optimization to help cope with the low latency NR requirements.
2 Existing transport block preparation procedure
In this section we talk about the transport block preparation procedure in LTE that is used as a baseline for NR design. 

Once the UL grant is received by MAC, it needs to divide the UL grant between various logical channels as shown in Figure 1.
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RLC proceeds to prepare a PDU for each logical channel matching the size of the grant for the corresponding logical channel. RLC adds its header information to the start of the PDU, describing the boundaries of the various RLC SDUs concatenated in the PDU. Once all the logical channels are served, MAC collates the MAC SDUs to be transmitted to create a transport block. MAC’s header information is added to the start of the block to describe the various logical channels multiplexed in the transport block along with their boundaries. This transport block is then passed on to PHY for transmission.
3 Optimizations for NR
In this section, we look at potential areas of optimization of the transport block structure to help reduce the impact of low latency NR requirements.

The transport block created in LTE could be described as consisting of two types of data:
· Real-time data : Data such as header information that could only be prepared once the grant is known 
· Non real-time data : This includes data such as the IP payload which is available prior to the reception of the grant and can be prepared offline

The structure of the transport block in LTE has real-time data interspersed with non real-time data as shown in Figure 2. The position of the real-time data within the transport block can only be determined after receiving the grant. The implication is that despite having a large portion of the data available offline, the transport block can only be prepared in real-time.
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Observation 1: Randomly interspersed real-time data within non real-time data prevents the preparation of the LTE transport block in advance
3.1 Separation of real-time data from non real-time data
As the payload information is already available prior to reception of the grant, this data could be preferentially placed towards the start of the transport block. Data that needs to be computed in real-time could be placed towards the end of the transport block as shown in Figure 3. 
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Such a structure could allow an NR UE to start transmission of the non real-time payload data while the real-time control information is still being determined. Providing more time to prepare the real-time control data would help reduce the impact of the low latency requirements of NR.

Proposal 1: Separate real-time data and non real-time data in the MAC transport block to enable non real-time data transmission in parallel with real-time data preparation
3.2 Offline preparation of non real-time data
In LTE, the payload IP data is available on various logical channels prior to the reception of the grant. However, until the grant is known and logical channel prioritization is performed, the actual payload for transmission cannot be determined. Due to this restriction, only the data on the logical channel with the highest priority could be prepared offline for the non real-time payload section shown in Figure 3. Given that all the payload data to be transmitted is available offline, it would be ideal from a latency perspective if the entire payload to be transmitted could be prepared offline.

Observation 2: In order to meet tight deadlines for NR, it would be advantageous to be able to process data for transmission on all logical channels offline

One way to enable offline preparation of data on all logical channels is shown in Figure 4. Unlike in LTE where data from a logical channel occupies a contiguous block within the transport block, data is now split into two blocks: 
· the QoS data block; 
· the non QoS data block. 

The QoS data block consists of the data that needs to be transmitted in a TTI to meet the prioritized bit-rate of the logical channels multiplexed in that TTI. In LTE, this would correspond to the variable Bj maintained in MAC for a logical channel [3]. Data of size Bj from each logical channel to be multiplexed is placed at the start of the transport block, in order of priority of the logical channels.

The non QoS data block consists of the rest of the data from the logical channels multiplexed. Similar to the QoS data block, data is placed in order of priority of the logical channels.
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The proposed non real-time payload structure consisting of QoS and non QoS data blocks could be prepared offline. Once the grant is received, the prepared payload only needs to be snipped to match the grant size. The structure would still be compatible with the LCP mechanism defined for LTE. Such a structure would allow offline preparation of the entire non real-time payload in Figure 3, which in turn would help ease the impact of the NR low latency requirements.

Proposal 2: The transport block structure should be modified to allow the early preparation of data for transmission on all logical channels 
4 Implementation impact
In this section, we discuss the impact of the proposed optimizations for MAC on both the transmitter and the receiver.
4.1 Separation of real-time and non real-time data
From the transmitter’s perspective, the separation of data within the transport block into real-time and non real-time blocks only has the effect of changing the position of data in the transport block. If the NR latency requirements are found to be restrictive, it enables a choice of implementation that allows simultaneous PHY transmission and real-time data preparation. However, it does not prevent an implementation similar to LTE, where PHY transmission starts after the transport block is prepared.

Observation 3: Separation of real-time and non real-time data only adds to the NR implementation choices

From the receiver’s perspective, one potential impact of having the real-time data towards the end of the transport block structure is that it would require the receiver to receive the entire transport block before it could be processed. 

Unlike the receiver, the transmitter has a real-time deadline to meet, i.e. the turn-around between grant and transmission. Therefore this impact on the receiver may not be significant compared to the potential advantage provided to the transmitter
4.2 Offline preparation of transport block payload
From the transmitter’s perspective, the proposed transport block structure has the effect of changing the position of data within the transport block. Again, this proposal enables a choice of implementation where data is prepared offline if the low latency requirements of NR are found to be restrictive. However, it does not prevent an implementation similar to LTE where the transport block is prepared after the reception of the grant.

At the receiver end, it is likely that the transport block resides in external memory. In this case, one impact the new structure has is an increase in the number of memory accesses to fetch data for a logical channel. For each logical channel multiplexed in the transport block, the receiver would potentially need one extra memory access. 

Given that the number of logical channels typically multiplexed in a transport block is low (around 4), the number of extra memory accesses required by the receiver would not be significantly high. The potential advantage provided to the transmitter, i.e. offline preparation of a large portion of the data for transmission, is quite significant and therefore the impact on the receiver could be acceptable.
5 Conclusions
In this contribution, we have discussed the impact of the low latency requirements of NR and have put forward ways to help reduce its impact on MAC. Our observations and proposals are as below:

Observation 1: Randomly interspersed real-time data within non real-time data prevents the preparation of the LTE transport block in advance

Proposal 1: Separate real-time data and non real-time data in the MAC transport block to enable non real-time data transmission in parallel with real-time data preparation

Observation 2: In order to meet tight deadlines for NR, it would be advantageous to be able to process data for transmission on all logical channels offline

Proposal 2: The transport block structure should be modified to allow the early preparation of data for transmission on all logical channels 

Observation 3: Separation of real-time and non real-time data only adds to the NR implementation choices
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