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1 Introduction

During RAN2#95 and RAN2#95bis, RAN2 has discussed an RRC state mismatch issue that may happen between eNB and UE. The following agreements were made in RAN2#95 and RAN2#95bis respectively:
RAN2#95 agreements:
· RAN2 think this can happen, and should be addressed. 
· To be further discussed under TEI14
RAN2#95bis agreements:
· We will define a solution to address this issue for all UEs
This email discussion aims to discuss potential solutions and determine the pros and cons so that decision can be made at RAN2#96 meeting.
· [95bis#12][LTE/TEI14] State mismatch (DOCOMO)


Intended outcome: Email discussion report to the next meeting.


Deadline: Tuesday 01/11/2016

2 Potential solutions presented in RAN2#95bis
In order to solve the mismatch issue, the general solution is to ensure that the UE and eNB have the necessary trigger to go to RRC_IDLE. Several potential detail solutions to realize this were discussed in RAN2#95bis and described below, see also [1]-[3]: 
Solution 1: UE goes/sent to IDLE with NW control

Solution 1-1: UE autonomously releases RRC connection after the expiry of inactivity timer
Solution 1-2: UE requests the release of RRC Connection after the expiry of inactivity timer
Solution 1-3: UE autonomously releases RRC connection
Solution 2: Initiating re-establishment (failure) to send the UE to IDLE after expiry of inactivity timer
Details are described in the following subsections. Companies are invited to describe other solutions (if any).
2.1 Solution 1-1: UE autonomously releases RRC connection after the expiry of inactivity timer
Behavior assumption:

· UE is configured with an inactivity timer
· UE restarts the timer whenever data/signalling is sent/received
· eNB is assumed to run the similar timer. eNB restarts the timer whenever data is sent/received
· If the timer expires UE goes to IDLE, eNB assumes UE goes to IDLE.
Specification Impacts:

· New timer in UE

· Definition of inactivity timer, i.e., how UE and eNB (re)start/stop the inactivity timer
· Definition of UE behavior when the timer is expired (i.e., UE autonomously releases the RRC connection)
· Timer configuration needs to be signaled
2.2 Solution 1-2: UE requests the release of RRC Connection after the expiry of inactivity timer
Behavior assumption:

· UE is configured with an inactivity timer

· UE restarts the timer whenever data/signalling is sent/received

· No timer is needed in the eNB that behaves similarly as in UE (i.e., restarts when data/signalling is sent/received)
· If the timer expires UE sends Release Request to eNB (and wait until the eNB release the UE). To send the uplink message, the UE will first perform contention based RACH in order to get uplink grant. From the UE point of view, this is a RACH in RRC_Connected state, so the UE will include its C-RNTI in MSG3. 

· If eNB already released the UE: the eNB detects that the C-RNTI was already released, so eNB will reject the UE’s RACH. The UE will fail RACH and declare RLF, then go to idle. The RRC state mismatch is resolved.

· Otherwise, based on the success of RACH, the UE confirms that the C-RNTI is not released by the eNB and the eNB still considers the UE to be in connected state. The RRC state mismatch is resolved. Upon receiving the Release Request, the eNB may or may not send RRC release message to release the UE immediately, because the UE already knew that RRC state mismatch was resolved based on RACH success.
Specification Impacts:

· New timer in UE

· Definition of inactivity timer, i.e., how UE (re)starts/stops the inactivity timer
· Definition of UE behavior when the timer expires (i.e., UE requests the release of the RRC connection)
· Timer configuration needs to be signaled
· New RRC message (i.e., RRC Connection Release Request which is sent in CCCH)

· New RRC Connection Release sent in CCCH. Note that in the legacy, RRC Connection Release is sent in SRB1(DCCH).
· Define possibly Prohibit timer to inhibit the UE from sending the RRC connection release request message too often.
2.3 Solution 1-3: UE autonomously releases RRC connection
Behavior assumption:

· eNB is assumed to run an inactivity timer. eNB restarts the timer whenever data/signalling is sent/received.
· If the timer expires, eNB signals RRC Connection release.
· UE autonomously releases RRC connection upon determining that the network has failed to signal the release of RRC connection.
Specification Impacts:

· UE behavior for “determining that the network has failed to signal the release of RRC Connection” needs to be clarified
2.4 Solution 2: Initiating re-establishment (failure) to send the UE to IDLE after expiry of inactivity timer
Behavior assumption:

· Timer is configured e.g., during initial access.
· UE restarts the timer whenever data/signalling is sent/received.
· No timer is needed in the eNB.
· If the timer expired:

· if AS security is activated, the UE initiates Re-establishment Request. To send the uplink message, the UE will first perform contention based RACH in order to get uplink grant. From the UE point of view, this is a RACH in RRC_Connected state, so the UE will include its C-RNTI in MSG3. 

· If eNB already released the UE: the eNB detects that the C-RNTI was already released, so eNB will reject the UE’s RACH. The UE will fail RACH and declare RLF, then go to idle. The RRC state mismatch is resolved.
· Otherwise, based on the success of RACH, the UE confirms that the C-RNTI is not released by the eNB and the eNB still considers the UE to be in connected state. The RRC state mismatch is resolved. Upon receiving the Re-establishment Request, the eNB has to re-establish RRC with the UE, even though the UE already knew that RRC state mismatch was resolved based on RACH success.
· if AS security is not activated (e.g., NB-IoT UE which supports C-plane solution), the UE goes to IDLE.
/
Specification Impacts:

· New timer in UE

· Definition of inactivity timer, i.e., how UE (re)starts/stops the inactivity timer
· Timer configuration needs to be signaled
· Specification of new trigger to send (legacy) RRC Connection Re-establishment Request

2.5 Other solutions
Behavior assumption:

Specification Impacts:

3 Pros and Cons
Table 1 summarises the pros and cons of each solution. 

Table.1 Comparison of potential solutions

	Option
	Pros
	Cons

	Solution 1-1: 
UE autonomously releases RRC connection after the expiry of inactivity timer
	· No signaling impact.
· Any other?
	· The same problematic mismatch (UE is in CONN, eNB thinks UE is in IDLE)

· This may happen when there is UL degradation. The UE sends UL data, resets the timer. The eNB does not receive the data, timer expired.
· This mismatch will be resolved if the timer in UE expires.
· Any other?

	Solution 1-2: 
UE requests the release of RRC Connection after the expiry of inactivity timer
	· NW can control when the UE goes to IDLE.
· Any other?
	· Large specification impact
· Need to define RRC Connection Release Request message and new RRC Connection Release message (which is sent in CCCH).
· Any other?

	Solution 1-3: 
UE autonomously releases RRC connection
	· Less specification impact (?)
· Any other?
	· Difficult to specify how the UE determines that the network has failed to signal the release of RRC connection.
· Any other?

	Solution 2: 
Initiating re-establishment (failure) to send the UE to IDLE after expiry of inactivity timer

	· NW can control the RRC connection of UE.
· Less specification impact than Solution 1-1 and 1-2.
· Solution 2 can reuse legacy Re-establishment procedure.
· Any other?
	· The same problematic mismatch (UE is in CONN, eNB thinks UE is in IDLE)
· This may happen when there is UL degradation. The UE sends UL data, resets the timer. The eNB does not receive the data, timer expired.
· This mismatch will be resolved if the timer in UE expires.
· Any other?


Companies are invited to describe their views on above table to confirm and add/remove some aspects (if necessary).
	Company name
	Remarks

	Qualcomm
	Another Pro for Solution 1-2: 

If there is no RRC state mismatch, Solution 1-2 allows the eNB to release the RRC connection at any time (not immediately) upon the inactivity timer expiry, because the UE needs to RACH first for uplink grant, the RACH success can resolve the RRC state mismatch issue. Other inactivity timer based solutions (Solution 1-1, Solution 2) do not have this flexibility.

	Ericsson
	The downsides of Solution 1-1 are based on an assumption that the eNB releases the context upon the expiry of RRC inactivity timer. This is not necessarily the behaviour in a real implementation. Hence the identified downsides can be alleviated by eNB implementation.

	Nokia, Alcatel Lucent Shanghai Bell
	Description of Solution 1-1states that “Timer configuration needs to be signaled”. The behavior assumptions consider then NW involvement, hence in a way NW control in the overall process of RRC mismatch state. However, at the same time “Pros” state there is no signaling impact. It should be clarified what actual behavior is meant with Solution 1-1. Solution 1-3 seems to have no eNB impact, thus for network implementation it is an advantage.

	Intel
	We agree with Nokia, Alcatel-Lucent Shanghai Bell comment to solution 1-1. As result, in “Pros” column the entry “No signaling impact” needs to be changed to “NW can control when the UE goes to IDLE”.

	
	

	
	


Companies are also invited to comment which solution is preferable and the reasoning.
	Company name
	Remarks

	NTT DOCOMO
	We prefer solution 2 because of the following reasons:

· Less specification impact than solution 1-1 and 1-2.

· Slightly more signalling impact than solution 1-1 and 1-3, but the impact may not be significant if the value of the inactivity timer in UE is larger than the value of RRC connection release timer which may be implemented by eNB, i.e., Re-establishment procedure due to expiry of the inactivity timer will be initiated only when the state mismatch happens.
· Adopts the legacy concept that the NW should control when the UE goes to IDLE.

	Qualcomm
	Companies are invited to comment whether our modification to the behavior of each schemes is correct. Solution 1-1, Solution 1-2 and Solution 2 are all based on inactivity timer, comparing the 3 solutions: 

(1) If there is RRC state mismatch, the eNB controls when the UE goes to IDLE via the inactivity timer, not via the re-establishment or RRC release request message. This is because UE will RACH first, the RACH will fail consecutively due to that the C-RNTI (included in MSG3) was released, and then the UE automatically goes to idle per current specification (details are in our modifications). The three solutions have the same performance in terms of eNB controllability of when the UE goes to IDLE.
(2) If there is no RRC state mismatch, Solution 2 requires the eNB to re-establish RRC connection immediately upon inactivity timer expiry, which causes extra signaling; Solution 1-1 requires the UE to go to idle immediately; Solution 1-2 allows the eNB to release the RRC connection at any time (not immediately) upon the inactivity timer expiry, because the UE needs to RACH first for uplink grant, the RACH success can resolve the RRC state mismatch issue. It seems that Solution 1-2 can provide better flexibility and performance than Solution 1-1, in terms of eNB controllability of when the UE goes to IDLE. Solution 1-2 has less signaling overhead than Solution 2.
From network performance point of view, it seems Solution 1-2 is better than Solution 1-1 and Solution 2.

Therefore, we prefer Solution 1-2.

	Ericsson
	It is agreed to define a solution to address this issue for all UEs which means that the solution should also work for NB-IoT UEs. The only possible solutions (from this list) that are applicable for NB-IoT UEs are timer based solutions, i.e. 1-1 and 1-3. Therefore we prefer solutions 1-1or 1-3 or any other (new?) timer based solution.

	Vodafone
	During discussion on this topic it was always told that the problem appears not very often and I think the solution to solve it should also be simple. Moreover as pointed out by Ericsson, it shall work for all UEs and for NB-IoT I could imagine the problem might be more relevant then for normal UEs, therefore I support the timer based (like 1-1 and 1-3) solution. The solution 1-2 and 2 have an impact on the battery power due to the RLF declaration and follow up actions, 

	Huawei. HiSilicon
	We assume that solution 1.3 is also based on a timer but that this timer is not configured (ie. fixed in the specification or left to UE implementation)
Solution 1.1 is simple 
Solution 1.2 introduces a new procedure and thus has more impact on specification and implementation. We don’t see the justification.
Solution 1.3 seems quite similar to solution 1.1 but it is not clear how to define the trigger. It does not seem to have much additional benefit compared to solution 1.1. 

Solution 2 aligns with the legacy behaviour that the UE triggers RLF when it loses contact with the network and is simple as the UE behaviour when declaring RLF is already specified and implemented (even for NB-IoT CP solution). The drawback of solution 2 is the additional signaling and associated power consumption in case of NB-IoT UE, but we assume this will not happen very often
So our first preference is solution 1.1 and then solution 2.

	Sierra Wireless
	Solution 1.1 is preferred for: simplicity, applicability to all UEs including NB-IoT, less power used, no additional required transmission. The mismatch problem is eventually resolved after the set time. Not sure it is worth additional communication in 1.2 and 2 to confirm/resolve a state match.

	Nokia, Alcatel Lucent Shanghai Bell
	Firstly we think good network implementation should be able to handle the RRC mismatch. In cases the UE release is not assured, the NW should try to resend the release message in order to minimize possibility for mismatch. Furthermore, we share Ericsson’s observation that agreement on a common solution for all UEs eliminate applicability of Solution 2. 

Solution 1-1 brins signaling impact – most probably a new IE in RRC message(s). However, we have to be careful what the definition of inactivityTimer restart is? Is it on RRC layer or RLC/MAC ? as for CAT-M or NBIoT with many NPDCCH/NPDSCH/MPDCCH/MPDSCH repetitions it can happen that air interface is very slow. And if inactivity monitoring for example for signaling traffic is on RRC layer (e.g. RRC message is sent to RLC layer then timer starts, no matter what happens on lower layers) it can cause problems especially for short inactivity values for NBIoT and CAT-M devices).
Solution 1-2 adds extra signaling and being judged among 1-1 and 1-3 brings more implications and complexity. Most importantly: does new RRC procedure guarantees success? What if “UE sends Release Request to eNB” is not successful as well because this time UL radio conditions degradation, which seems equaly likely in the considered use case.
Solution 1-3 -> autonomous UE release may be unreliable if the trigger to autonomous release is specified in a vague way. Most intuitive approach for autonomus trigger seems to be a timer, thus solution 1-3 becomes an option of Solution 1-1. This leads to a conclusion that further investigation and assessment should focus on timer-based solution, including pure network control.

	Intel
	The solutions 1-2 and 1-3 should not be pursued as they have big specification impacts (solution 1-2) or are difficult to specify (solution 1-3).

For NB-IoT UEs and when AS security is not activated, solution 1-1 is a feasible solution.

For all other types of UEs we prefer solution 2 as it is a logical way for the UE to get back in sync with the network. The timer expiry can be seen as a RLF trigger to re-establish the RRC connection with the eNB. And appropriate timer setting would allow to prevent falsely triggering re-establishment before the eNB has attempted to perform normal RRC connection release.

	CMCC
	We agree with Qualcomm’s modification and prefer solution 1-2.

We see all of the solutions above can solve the state mismatch problem. Although Solution 1-1 and solution 1-3 looks simple, we have concerns on UE automatic return idle without notifying network. Network may probably need to periodically send null packets in order to keep UE in connected.

We prefer to give some flexibility for UE to announce its preference to go to idle. And the UE’s behavior is still under control of network for solution 1-2.

	Samsung
	Solution 1-1: We need a eNB behavior against the reverse state mismatch, i.e. eNB considers UE as CONN, but UE is in IDLE. 

Solution 1-2: Since it is very clear and explicit, we can also see a benefit. But the expected specification impact cannot be negligible.

Solution 1-3: Currently, it is unclear on how to determine that NW failed to signal the release as already indicated above. 

Solution 2: It seems not desirable to trigger re-establishment unnecessarily for other purpose. 

From our observations, our first preference is the solution 1-1. If RAN2 goes for the solution 1-1, we wonder what the eNB behavior is to overcome the reverse state mismatch. 

	KDDI
	First, we agree that the state mismatch ploblems are possible to appear on all type UEs. And then considering to be controllable by NW and adopt legacy concept, we slightly prefer solution 2.


4 Conclusion
In this email discussion, we tried to clarify and confirm the behaviour assumption and the specification impacts of each solution, and discussed the pros and cons. 13 companies provided their views. As a result of the discussion, the pros and cons can be classified as the following points:

· NW controllability

· Signalling impact and the battery consumption at UE

· Specification impact

· Applicability for all UEs including NB-IoT UEs

The followings are the summary of the pros and cons, and rapporteur’s observations:
Table. 2 Comparison of potential solutions
	
	Solution 1-1
	Solution 1-2
	Solution 1-3
	Solution 2

	NW controllability
	No

- Another state  mismatch (UE is in IDLE, eNB thinks UE is in CONN) may happen
	Yes
- Better flexibility than solution 1-1 and less signalling overhead than solution 2 since solution 1-2 allows the eNB to release the RRC connection at any time (not immediately) upon the inactivity timer expiry.
	No (uncontrollable)
- eNB cannot control when UE goes to IDLE.

- Another state mismatch (UE is in IDLE, eNB thinks UE is in CONN) may happen

* Majority companies has concern about ambiguity of the UE behavior in this solution
	Yes

	Signalling impact and battery power consumption of UE
	Small
- UE autonomously releases the RRC connection when the inactive timer is expired.

- Inactivity timer is configured by eNB
	Medium

- UE requests the release of RRC connection when the inactive timer is expired.
- Inactivity timer is configured by eNB

* The signaling impact can be alleviated by configuring the appropriate timer value so as to prevent falsely triggering the request of RRC connection.
	Small
- UE autonomously releases the RRC connection when UE determines that the network has failed to signal the release of RRC Connection.
	Medium

- UE initiates re-establishment procedure when the inactive timer is expired.

- Inactivity timer is configured by eNB

* The signaling impact can be alleviated by configuring the appropriate timer value so as to prevent falsely triggering re-establishment procedure.

	Specification impact
	Medium

-New timer in UE

-Definition of inactivity timer

-Definition of UE behavior when the timer is expired

-Timer configuration needs to be signaled
	Large

- New timer in UE
- Definition of inactivity timer
- Definition of UE behavior when the timer expired
-Timer configuration needs to be signaled
-New RRC message in CCCH
- New RRC Connection Release sent in CCCH
- Define possibly Prohibit timer to inhibit the UE from sending the RRC connection release request message too often.
	Small

- UE behavior for “determining that the network has failed to signal the release of RRC Connection” needs to be clarified
* Seem to have no eNB impact
	Medium

- New timer in UE
- Definition of inactivity timer
- Timer configuration needs to be signaled
- Specification of new trigger to send (legacy) RRC Connection Re-establishment Request

	Applicability for all UEs including NB-IoT UEs
	Yes
	No
- Not applicable for NB-IoT UEs (?)
	Yes
	No
- Not applicable for NB-IoT UEs (?)
* Some companies think solution 2 is applicable even for NB-IoT UEs


NW controllability
Solution 2 aligns with the legacy behaviour that the UE triggers re-establishment procedure when it loses contact with the network. Solution 1-2 can also be considered as NW controllable since eNB decides when UE goes to IDLE. On the other hand, as samsung pointed out, solution 1-1 (and 1-3 also) may cause another state mismatch problem (i.e., UE is in IDLE, eNB thinks UE is in CONNECTED). This mismatch may cause some problems (e.g., DL data resuming cannot be performed since UE has already released the RRC connection), but the details has not well discussed yet.
Observation 1: The impact on another state mismatch (i.e., UE is in RRC IDLE, eNB considers UE as CONNECTED) needs to be clarified.
Regarding to solution 1-3, 8 companies concerned about the ambiguity of the UE behaviour assumption or difficulty to specify the UE behaviour. Although 5 companies assumed that solution 1-3 would also be timer based solution (e.g., fixed timer in the specification or left to UE implementation timer), it is still unclear how the UE behaves in this solution.

Observation 2: Assumption of UE behaviour (i.e., how the UE determines that the network has failed to signal the release of RRC Connection) in solution 1-3 needs to be clarified.
Signalling impact and battery consumption
Compared with solution 1-2 and 2, solution 1-1 has less signalling impact and UE’s battery consumption since UE autonomously releases the RRC connection, i.e., UE does not trigger the request of RRC connection release to eNB (solution 1-2) nor re-establishment procedure (solution 2). However, Intel pointed out that appropriate timer setting in solution 2 would prevent false initiation of re-establishment procedure before the eNB has attempted to perform normal RRC connection release. Therefore, the signalling impact in solution 2 can be alleviated. Rapporteur think that appropriate timer setting in solution 1-2 can also alleviate the signalling impact.
Observation 3: Signalling impact and UE’s battery power consumption in solution 1-2 and 2 are larger than solution 1-1 and solution 1-3, but it is comparable.
Specification impact
It is pointed out that solution 1-2 has significant specification impact (i.e., new RRC message and new procedure should be introduced), and 9 companies had concern about that.
Observation 4: Majority companies have concern that solution 1-2 has significant specification impact.
Solution 1-3 seems to have less specification impact than the other solutions. But as already mentioned in observation 2, we need to clarify the assumption of the UE behaviour before discussing the specification impact.
Applicability for all UEs including NB-IoT UEs
It seems that we couldn’t achieve common understanding on applicability for NB-IoT UEs in solution 1-2 and solution 2. Ericsson, Vodafone, Nokia, and Alcatel Lucent Shanghai Bell argued that solution 1-2 and 2 are not applicable for NB-IoT UEs. On the other hand, NTT DOCOMO, Huawei, and HiSilicon stated that the UE behaviour when declaring RLF is already specified and implemented even for NB-IoT CP solution, which means that solution 2 can be applicable for NB-IoT UEs. Regarding to solution 1-2, details about applicability had not discussed. It seems that clarification on applicability for NB-IoT UEs is needed.
Observation 5: Clarification on applicability for NB-IoT UEs in solution 1-2 and 2 is needed.
Other remarks
It is pointed out by Nokia and Alcatel Lucent Shanghai Bell that we have to discuss the definition of the UE inactivity timer restart (i.e., which layer (RRC/RLC/MAC) should monitor the inactivity, and which channel should be monitored).
Observation 6: The definition and behaviour of the UE inactivity timer in each impacted layer (RRC/RLC/MAC) should be discussed.
Through the email discussion, we clarified the pros and cons of each solution and found some open points. It seems that further discussion on the open points is needed. Rapporteur think that NW controllability should be considered as the most important point so as to ensure adoption of a solution that works in real life deployment.

Suggestion: 
RAN2 to take into account the above observations and further discuss the observed open points to ensure adoption of a solution that works in real life deployment.
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