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Introduction
This document addresses two potential areas for improvement of the NR RLC protocol:
1. Modification or RLC procedures to maximize offline computation at UE TX side (i.e. before a grant is received)
2. Modification of the RLC header for hardware friendly implementation at TX/RX
Maximization of offline RLC TX operation
Following the discussion at RAN2#95bis (see [1][2][3][4][5]), this section compares different alternatives regarding RLC concatenation showing what can be computed offline (i.e. before a grant is received) and what needs to be computed runtime (i.e. after a grant is received) at TX UE side according to the different alternatives.
Note: for all the alternatives the assumption is that RLC PDUs are always sent to MAC only after a grant is received / LCP is performed (as RLC needs to prioritize the retransmission of NACKed RLC PDUs and RLC control PDUs) 
1. Legacy RLC procedure  
Before a grant is received / LCP is performed:
· TX buffer (of RLC SDUs) and reTX buffer (of RLC PDUs) are constantly updated
  	(and reTX and RLC control PDUs are prioritized over new TX)
Only after a grant is received / LCP is performed:
·  Segmentation & concatenation of RLC SDUs
·  Addition of RLC header
·  RLC PDUs are sent to MAC
·  MAC multiplexing is performed
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Figure 1: Legacy RLC procedure
2. No RLC concatenation  
Before a grant is received / LCP is performed:
· A RLC header is attached to each PDCP PDU upon arrival from higher layers 
· TX buffer (of RLC PDUs) and reTX buffer (of RLC PDUs) are constantly updated 
(and reTX and RLC control PDUs are prioritized over new TX)
Only after a grant is received / LCP is performed:
· Re-segmentation of the last RLC PDU which does not fit the grant size & RLC header re-computation  
· RLC PDUs are sent to MAC
· MAC multiplexing is performed
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Figure 2: No RLC concatenation
3. RLC pre-concatenation – Single RLC PDU
Before a grant is received / LCP is performed:
· TX buffer (of RLC SDUs) and reTX buffer (of RLC PDUs) are constantly updated
(and reTX and RLC control PDUs are prioritized over new TX)
· All Length Indicator fields are pre-computed and stored & all buffered RLC SDUs are concatenated (the same data buffer can be used for both PDCP and RLC). Next RLC SN is determined
Only after a grant is received / LCP is performed:
· The RLC header is generated, based on the pre-computed SN & LI fields corresponding to the RLC SDUs (including the last RLC SDU segment) that can fit in the grant. The start and end memory addresses of the sequence of pre-concatenated RLC SDUs are determined and a copy of the data is appended to the header.
· RLC PDUs are sent to MAC
· MAC multiplexing is performed
Note1: This alternative is already allowed by current specification (no spec change is needed)
Note2: FI-based segmentation of the last RLC SDU is needed in this case.  
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Figure 3: RLC pre-concatenation – Single RLC PDU
4. RLC pre-concatenation – Single RLC PDU & no RLC SDU segmentation across RLC PDUs
Before a grant is received / LCP is performed:
· TX buffer (of RLC SDUs) and reTX buffer (of RLC PDUs) are constantly updated
 	(and reTX and RLC control PDUs are prioritized over new TX)
· All Length Indicator fields are pre-computed and stored & all buffered RLC SDUs are concatenated (the same data buffer can be used for both PDCP and RLC). Next RLC SN is determined
Only after a grant is received / LCP is performed:
· The RLC header is generated, based on the pre-computed SN & LI fields corresponding to the complete RLC SDUs that can fit in the grant. The start and end memory addresses of the sequence of pre-concatenated RLC SDUs are determined and a copy of the data is appended to the header.
· RLC PDUs are sent to MAC
· MAC multiplexing is performed
Note: this option also means that RLC SDU segmentation across multiple RLC PDUs is not used (re-segmentation in multiple RLC PDU segments is still supported). For a given LCID, a bit less data than granted by LCP may be transmitted.
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Figure 4: RLC pre-concatenation – Single RLC PDU 
& no RLC SDU segmentation across RLC PDUs
Observation 1: Alternatives 3&4 (RLC pre-concatenation – single RLC PDU per LCID in a given MAC PDU) increase the amount of RLC TX operation that can be processed offline w.r.t. Alternative 1.  However the final computation of the RLC header can still be performed only after a grant is received / LCP is performed.
5. RLC pre-concatenation – Multiple RLC PDUs
Before a grant is received / LCP is performed:
· Multiple RLC PDUs concatenating multiple (complete and segmented) RLC SDUs, up to a maximum size/number, are pre-computed  
FFS how the maximum size is set (e.g. related to PBR*TTI or even left to UE implementation)
· TX buffer (of RLC PDUs) and reTX buffer (of RLC PDUs) are constantly updated
(and reTX and RLC control PDUs are prioritized over new TX)
Only after a grant is received / LCP is performed:
· Re-segmentation of the last RLC PDU which does not fit the grant size & RLC header re-computation  
· RLC PDUs are sent to MAC
· MAC multiplexing is performed
Note: FI-based segmentation of RLC SDUs might be needed in this case.  
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Figure 5: RLC pre-concatenation – Multiple RLC PDUs

6. RLC pre-concatenation – Multiple RLC PDUs & no RLC SDU segmentation across RLC PDUs
Before a grant is received / LCP is performed:
· Multiple RLC PDUs concatenating multiple complete RLC SDUs, up to a maximum size/number, are pre-computed (each RLC PDU only containing complete RLC SDUs). 
FFS how the maximum size is set (e.g. related to PBR*TTI or even left to UE implementation)
· TX buffer (of RLC PDUs) and reTX buffer (of RLC PDUs) are constantly updated
(and reTX and RLC control PDUs are prioritized over new TX)
Only after a grant is received / LCP is performed:
· Re-segmentation of the last RLC PDU which does not fit the grant size & RLC header re-computation  
· RLC PDUs are sent to MAC
· MAC multiplexing is performed
Note: this option means that RLC SDU concatenation is possible while RLC SDU segmentation across multiple RLC PDUs is not (re-segmentation in multiple RLC PDU segments is still supported). 
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Figure 6: RLC pre-concatenation – Multiple RLC PDUs 
& no RLC SDU segmentation across RLC PDUs
Observation 2: The runtime processing for alternatives 2 (no RLC concatenation) & 5/6 (RLC pre-concatenation – Multiple RLC PDUs per LCID in a given MAC PDU) is exactly the same: in both cases re-segmentation of the last RLC PDU which does not fit the grant size is required.
Observation 3: For both alternatives 2 (no RLC concatenation) & 6 (RLC pre-concatenation – Multiple RLC PDUs per LCID in a given MAC PDU, no RLC SDU segmentation) RLC SDU segmentation across multiple RLC PDUSs is not supported, while SO-based re-segmentation of a RLC PDU is still supported.
Proposal 1: RLC SDU concatenation is supported, via offline pre-computation of multiple RLC PDUs, each concatenating multiple RLC SDUs, up to a maximum size/number of concatenated RLC SDUs.
FFS how the maximum size is set (e.g. related to PBR*TTI or even left to UE implementation)
Proposal 2: Discuss whether each pre-computed RLC PDU shall only contain complete RLC SDUs (implying that RLC SDU segmentation may only be performed via SO-based re-segmentation of a RLC PDU). 
Modified RLC header
If the outcome of the discussion on Proposal 2 is that RLC SDU segmentation may only be performed via SO-based re-segmentation of a RLC PDU, a first possible RLC header modification is the removal of the FI field.
Proposal 3: (depending on the outcome of the discussion on Proposal 2) Remove the FI field from the RLC header.
One of the remaining problems, in case of RLC concatenation, is the variable size of the RLC header for RLC PDUs (due to the need to include the LI fields) and more specifically with the fact that a decoder only knows how many LI fields (and then PDCP PDUs) are concatenated, and where actual data starts, only after decoding all LI extension fields. 


Figure 7: AMD PDU with 10 bit SN (length of LI field is 15 bits) (from Fig. 6.2.1.4-4 in TS 36.322)
One possible alternative is to include in the RLC header an additional field “#LI” (e.g. one or two bytes) indicating the number of LI fields following the fixed part of the RLC header (and the number of PDCP PDUs concatenated in the same RLC PDU) and then where the actual data part starts. With one byte it would be possible to indicate up to 255 concatenated PDCP PDUs. With two bytes it would be possible to indicate up to 65535 concatenated PDCP PDUs. The only drawback of this approach is one or two bytes overhead, depending on the size of the “#LI” field, which could be fixed in the specification or made configurable.
The variable part of the RLC header would be constituted by n fixed size LI extension fields, where n is indicated by “#LI”, so that its size can be immediately known as soon as the “#LI” field is decoded. The LI extension fields could be octet aligned (as in the Figure 8 where each LI field is 16 bits long) or they could also be half-octet aligned (e.g. 12 bits long).
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Figure 8: AMD PDU with 10 bit SN with additional ‘#LI’ field (length of LI field is 16 bits) 
Proposal 4: Introduce an additional field (e.g. “#LI”) in the RLC header indicating the number of LI fields following the fixed part of the RLC header and then where the actual data part starts (and avoiding the need for extension bits).
A further proposal is to unify the RLC header format for RLC PDUs and RLC PDU segments. For RLC PDU segments the format could be as shown below in Figure 9.
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Figure 9: AMD PDU segment (10 bit SN, 8 bit ‘#LI’ and 16 bits LI fields)
The D/C and P fields would be the same as in LTE. The E field would indicate the presence of the LI information (note that only one of the RLC PDU segments would need to carry the LI fields). Also the LSF and SO fields would be the same as in LTE.
Regarding the RF field: if RF = 0, this would indicate a RLC PDU; if RF = 1, this would indicate a RLC PDU segment. If RF = 0, then LSF and SO could not be present and the RLC header format would become the one shown in Figure 8.
But actually, it would be possible to specify exactly the same format for RLC PDUs and RLC PDU segments, defining LSF and SO fields as mandatory fields (and also removing the unnecessary RF field), as shown in Figure 10. LSF=1 and SO=0 would identify a complete RLC PDU, while for a RLC PDU segment SO would always be > 0.
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Figure 10: Common RLC header fixed part for AMD PDU and AMD PDU segment (12 bit SN, 8 bit ‘#LI’)
Proposal 5: Specify the same format for RLC PDUs and RLC PDU segments, defining LSF and SO fields as mandatory fields (and also removing the unnecessary RF field).
Conclusions
Observation 1: Alternatives 3&4 (RLC pre-concatenation – single RLC PDU per LCID in a given MAC PDU) increase the amount of RLC TX operation that can be processed offline w.r.t. Alternative 1.  However the final computation of the RLC header can still be performed only after a grant is received / LCP is performed.
Observation 2: The runtime processing for alternatives 2 (no RLC concatenation) & 5/6 (RLC pre-concatenation – Multiple RLC PDUs per LCID in a given MAC PDU) is exactly the same: in both cases re-segmentation of the last RLC PDU which does not fit the grant size is required.
Observation 3: For both alternatives 2 (no RLC concatenation) & 6 (RLC pre-concatenation – Multiple RLC PDUs per LCID in a given MAC PDU, no RLC SDU segmentation) RLC SDU segmentation across multiple RLC PDUSs is not supported, while SO-based re-segmentation of a RLC PDU is still supported.
Proposal 1: RLC SDU concatenation is supported, via offline pre-computation of multiple RLC PDUs, each concatenating multiple RLC SDUs, up to a maximum size/number of concatenated RLC SDUs.
FFS how the maximum size is set (e.g. related to PBR*TTI or even left to UE implementation)
Proposal 2: Discuss whether each pre-computed RLC PDU shall only contain complete RLC SDUs (implying that RLC SDU segmentation may only be performed via SO-based re-segmentation of a RLC PDU). 
Proposal 3: (depending on the outcome of the discussion on Proposal 2) Remove the FI field from the RLC header.
Proposal 4: Introduce an additional field (e.g. “#LI”) in the RLC header indicating the number of LI fields following the fixed part of the RLC header and then where the actual data part starts (and avoiding the need for extension bits).
Proposal 5: Specify the same format for RLC PDUs and RLC PDU segments, defining LSF and SO fields as mandatory fields (and also removing the unnecessary RF field).
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