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1      Introduction

In LTE radio link monitoring (RLM), radio link failure (RLF) detection and radio link re-establishment procedure are defined [1][2]. In this contribution, we would like to have initial discussion on those aspects for NR. 

2      Discussion
RLM and RLF handling in LTE

Figure1 shows brief inter-layer inter-actions and the corresponding UE procedures for RLM and RLF handling. L1 (PHY) periodically sends in-sync indication or out-of-sync indication to L3 (RRC). In-sync or out-of-sync is determined based on cell specific reference (CRS) channel quality and the associated hypothetical PDCCH block error ratio. If L3 receives N310 consecutive out-of-sync indications, timer T310 starts running to wait for RL recovery (i.e. N311 consecutive in-sync indications are received). If T310 expires, timer T311 starts to attempt RRC connection re-establishment. If T311 expires, the UE enters to idle state. 
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Figure1. LTE radio link failure handling
Considerations on NR RLM and RLF handling
Last RAN2 meeting, it was agreed that L2 functions and RRC in LTE as baseline as the guideline for NR radio protocol design. Perhaps it may be early to discuss details on NR RLM and RLF handling now. However we think the following high-level principles inherited from LTE will be still beneficial and desirable even in NR. 
· Step1: RLM is done in L1, and L1 informs L3 of the result of RLM
· Step2: L3 runs timer T1 to wait for RL recovery upon RL problem detection
· Step3: L3 runs timer T2 to attempt connection re-establishment when RL is not recovered during T1
· Step4: L3 enters idle if connection re-establishment fails during T2
[Proposal1]: RAN2 to agree with the following high-level principles for NR RLM and RLF handling (same as LTE).
· Step1: RLM is done in L1, and L1 informs L3 of the result of RLM

· Step2: L3 runs timer T1 to wait for RL recovery upon RL problem detection

· Step3: L3 runs timer T2 to attempt connection re-establishment when RL is not recovered during T1

· Step4: L3 enters idle if connection re-establishment fails during T2

In details there will be further aspects we should take into account for NR. 
· Step1: We may rely on narrow-beam in NR communication (especially in high frequency band). In that case, it is not clear how to determine out-of-sync and in-sync in L1. For instance, whether out-of-sync and in-sync determination is still based on non-UE specific reference (e.g. CRS) or UE-specific/beam-specific reference? Or whether we still have periodical out-of-sync and in-sync indication from L1 or the indication will be like event-driven one? Especially for the latter issue, it will impact on the need of N310 and N311. 
· Step2: Due to narrow-beam operation in NR communication, we may need to discuss whether L3 should be aware of blockage or beam-level problem in addition to RLF. Note blockage or beam-level problem does not mean the UE cannot communicate with the network. UE still can communicate by other suitable beam if there is any. Perhaps we may need clear definition on RLF to avoid the confusion between blockage (beam-level problem) and RLF. Our understanding on RLF should be declared when the UE cannot communicate with the network by any beam (not restricted to the current beam). If blockage (beam-level problem) detection and beam-management (e.g. reselection of other suitable beam) is purely handled in L1, RRC may not need to be aware of it. Otherwise L3 may need to be aware of blockage or beam-level problem in addition to RLF. 
[Proposal2]: RAN2 to agree that RLF is declared when the UE cannot communicate with the network by any beam (not restricted to the current beam).
[Proposal3]: RAN2 to take the following open questions into account for the detailed NR RLM and RLF handling. 
· Q1: whether we will have periodical out-of-sync and in-sync indication from L1 in NR? 
· Q2: whether blockage (or beam-level problem) detection and beam-management (e.g. reselection of other suitable beam) rely on L1 or it needs L3 detection and triggering? 
3      Conclusions

We have seen how to handle RLM and RLF in LTE and some further aspects for NR and made the following proposals.
[Proposal1]: RAN2 is asked to agree with the following high-level principles for NR RLM and RLF handling.

· Step1: RLM is done in L1, and L1 informs L3 of the result of RLM

· Step2: L3 runs timer T1 to wait for RL recovery upon RL problem detection

· Step3: L3 runs timer T2 to attempt connection re-establishment when RL is not recovered during T1

· Step4: L3 enters idle if connection re-establishment fails during T2

[Proposal2]: RAN2 to agree that RLF is declared when the UE cannot communicate with the network by any beam (not restricted to the current beam).
[Proposal3]: RAN2 to take the following open questions into account for the detailed NR RLM and RLF handling.
· Q1: whether we will have periodical out-of-sync and in-sync indication from L1 in NR? 

· Q2: whether blockage (or beam-level problem) detection and beam-management (e.g. reselection of other suitable beam) rely on L1 or it needs L3 detection and triggering? 
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