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1   Introduction
The Study Item of Study on Context Aware Service Delivery was approved at RAN#71 [1]. And in the past RAN3 meeting, the TCP issue was analyzed and the conclusion was captured in the TR 36.933 [2] which includes:
TCP E2E delay with throughput decreasing
The behavior of TCP assumes that network congestion is the primary cause for packet loss and high delay.  In cellular networks the bandwidth available for each UE can vary by an order of magnitude on a TTI basis due to changes in the underlying radio channel conditions. Such changes can be caused by the movement of devices or interference, as well as changes in system load due to bursty traffic sources or when other UEs enter and leave the network. TCP has difficulties adapting to these rapidly varying conditions.

If the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which may impact the user experience.

Based on the agreements, we give the analysis of TCP-based transmission and provide the possible solution in this contribution.

2   Discussion

2.1   Issue of long TCP RTT
The Transmission Control Protocol (TCP) is intent to provide reliable host-to-host transmission between hosts in a packet-switched computer network. Numerous Internet protocols such as HTTP, SMTP, and FTP rely on TCP as their underlying transport protocol. And it is quite popular in cellular network.
In radio network, the E2E delay is an important factor to evaluate the user experience. For the traffic based on TCP, the TCP RTT is the main contributor of transmission delay and the E2E delay will increase with the prolonging of TCP RTT. Under the same condition, long RTT means low throughput and figure 1 gives the comparison of TCP throughput and UDP throughput which can be thought with short RTT. 
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Figure 1 TCP throughput reduction in weak coverage area

It can be seen that the performance of UDP is quite higher than TCP and the main reason is that TCP throughput depends on the TCP ACK transmission in this case. Basically, the RTT is defined as the period between the TCP senders transmitting the packet and receiving an ACK. In the weak coverage area of the cell, TCP ACK is hard to send to RAN side fast as it is usually segmented and the packet loss rate is higher.
Observation 1: TCP ACK transmission will take long time in the weak coverage area of the cell which will lead to long TCP RTT.
2.2   Solution of TCP Optimisation

In RAN side, the RLC AM mode will be used for traffic based on TCP. The RLC AM mode will perform reordering and Protocol error detection function to ensure a TCP data packets to be transmitted successfully in most cases. When the RLC layer indicates a RLC SDU has been received correctly which also means the TCP data packets has been transmitted correctly over air interface. 


[image: image2.emf]TCP/IP TCP/IP

Client Server

PDCP PDCP

RLC SDU

RLC

MAC/PHY

RLC

MAC/PHY Downlink data

TCP ACK

RLC ACK


Figure 3 Downlink Data transmission procedure
So the RLC ACK can be used to confirm a TCP data packet if RLC AM mode is configured for the TCP connection. Take downlink data transmission as an example, the possible optimization is shown in the figure below.
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Figure 4 TCP RTT Optimization
For client side, the RLC should trigger a RLC ACK to confirm the correctly received TCP Data x and discard the received TCP ACK for data x if the reduced TCP-ACK function is activated.

For RAN side, it will construct a TCP ACK when it has received the RLC ACK confirmed that the TCP Data x has been received correctly by the client’s RLC. The RAN has to remember the sequence number and Acknowledge sequence number of TCP Data x to ensure a legal TCP ACK.

In some cases, a TCP ACK may be a piggyback ACK, the UE should not discard this kind of TCP ACK. 
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Figure 5 TCP Optimization activation Procedure

As the TCP Optimisation is focus on reducing the TCP RTT in the air interface caused by weak coverage, the TCP optimisation mechanism should be activate dynamically. So to apply the TCP Optimization, procedure list in Figure 5 is required.

1. The UE may report the TCP Optimization request to the eNB.
2. The eNB may send a “UE eligibility check” to CN. This message includes UE identity. “UE eligibility check” is necessary in case the optimization is performed for only some kind of user subscription, e.g. VIP users.

3. After UE eligibility check, CN sends a UE eligibility response to eNB 

4. If UE is eligible for optimization, the eNB decides to activate the TCP Optimization. Note when deciding to activate the TCP Optimization, other info like UE’s coverage info, current eNB resources are also considered.

5. The eNB sends an activation indication to the UE to activate the TCP Optimization.

Note that step 2 and step 3 may be accomplished before step 1, e.g. eligibility check is done during ATTACH.

Based on the above analysis, possible specification impact of TCP Optimisation is as follows：
· RAN2 impact

The UE report the TCP Optimization request to the eNB.

The eNB sends activation indication to the UE.
· RAN3 impact

The eligibility check procedure.

2.3   Benefits of TCP Optimization

Based on the analysis above, the optimization may bring the benefits as follows:

· E2E delay reduction

In general, the TCP ACK is equal to or more than 40bytes while the smallest RLC ACK is nearly 3 bytes. In cell edge, it will take more than one TTI to send a TCP ACK while the RLC ACK only needs one TTI. With the optimization, E2E delay will be reduced which can be seen in the figure below: 
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Figure 6 Simulation result of TCP Optimization
In figure 6, the simulation result of the TCP Optimisation is provided. According to the result, it can be seen that compared with the legacy TCP, the TCP throughput can be increased by 40%~80% in cell edge with the TCP Optimisation, and the gain depends on the reduction of TCP RTT.

· Saving network resource

In LTE, PDCCH is used to send the uplink grant for uplink data transmission which is limited. If the TCP ACK is not transmitted in the cell edge, the consumption of PDCCH will be saved for the other users. Meanwhile, the interference will also be decreased without less uplink PUSCH transmission.
Based on the above analysis, it can be seen that the TCP optimization can short the E2E delay and saving network resources. So it is proposed that:

Proposal 1: it is proposed to capture the solution of TCP optimisation in the TR 33.869.
The above analysis is focus on the Downlink data transmission, for Uplink data transmission, the TCP Optimization can also be applied, and the performance gain may be achieved. The uplink TCP optimization procedure is similar with the downlink TCP optimization solution.
2.4   Comparison with TCP PEP Proxy 
TCP PEP (Performance Enhancing Proxy) [3], which has been widely discussed in IETF Performance Implications of Link Characteristics WG (PILC) is considered to be a way to shorten TCP RTT. The most common PEP variant is the split connection TCP Proxy, which intercepts the TCP handshake (connection establishment) between the User Equipment (UE) and the server, becomes the TCP endpoint towards the UE and establishes a TCP connection with the server on behalf of the UE. After the connection setup, the TCP Proxy operates the separate server side (upstream) and UE side (downstream) connections asynchronously. 

However, the TCP PEP can only reduce the RTT between the server and the proxy, but cannot reduce the RTT between the UE and the RAN. When the UE is in the weak coverage, the E2E delay may not be reduced as the RTT between the UE and the RAN is the main constraint which depends on the quality of radio interface and RAN scheduling strategy, so solution on decreasing the RTT between the UE and the RAN is required.
Observation 2: TCP proxy can only reduce the RTT between the TCP Proxy and the TCP server.
3   Conclusion

In this contribution, we analyze the issue of prolonged TCP RTT and give the possible justification for TPC optimisation. Based on the analysis above, it can be seen that TCP optimisation can reduce the TCP RTT with less impact to the network. So it is proposed that,
Observation 1: TCP ACK transmission will take long time in the weak coverage area of the cell which will lead to long TCP RTT.
Proposal 1: it is proposed to capture the solution of TCP optimisation in the TR 36.993.

Observation 2: TCP proxy can only reduce the RTT between the TCP Proxy and the TCP server.

The corresponding TP is also provided in [4].
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