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1 Introduction

This contribution discusses UE capability coordination in case of IRAT DC, discussing which aspects require coordination as well as general principles/ high level solution directions. The contribution also covers the roles of nodes, the different types of UE capability dependencies as well as how nodes become aware and may interact not only to respect UE capabilities but also (system) performance. 
2 Discussion
2.1 Starting points
As part of [94#39][NR] C plane aspects for tight interworking, RAN 2 somewhat discussed UE capability coordination as it very much relates to the forwarding of SCG configuration by MN (i.e. whether comprehension is required or the information is transparently forwarded). In the following we show some extracts from the report of this Email discussion, in order to establish the starting points for this contribution.
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Our assumptions/ starting points for the discussion are as reflected by the following proposal:

Proposal 1: RAN2 is requested to confirm the following starting points
1) 
Maintain the principle that the network shall respect UE capabilities i.e. only signal configurations the UE supports i.e. not to go in a direction in which network tries and UE rejects, possibly providing failure/ assistance information so network can be more successful when re-trying
2) 
There is a need to support some capability sharing/ flexibility and some inter-node coordination is required to handle the configuration dependencies i.e. no hard split.

2.2 Which aspects require coordination
A first question already raised during RAN2 Email discussion 94#39, concerns which configuration aspects would require network coordination between the Master and Secondary Node (from now on referred to as MN and SN) in case of IRAT DC. We think there are two main items to consider: a) the functional division between the two nodes i.e. who decides what and b) which UE capabilities depend on the configuration in the other (IRAT) cell group.

Functional division i.e. roles of MN/ SN

For LTE DC there have been quite extensive discussions about the functional division of the MN and SN. The main responsibilities should be allocated to avoid that upon a particular trigger, both nodes take (possibly conflicting) action. For LTE DC it was a.o. agreed that MN initiates addition of SCG cells and DRB type change (although SN may initiate release). Some considerations:

· General

· We think that for IRAT DC, the objective should be to maximise independence between the nodes i.e. each node should have as much control as possible about its own configuration

· In case the SCG configuration the UE can support depends on the MCG configuration (or vice versa), some coordination may be required to assist the network in selecting an optimal configuration. E.g. the network may have to choose between configuring (additional) resources/ cells within MCG or SCG. As in DC, we think MN is should decide in such cases
· RRM/ mobility handling

· We think the SN should handles RRM/ mobility concerning NR frequencies as much as possible. Even if configuration of an additional secondary requires coordination (affecting MCG configuration support by UE), we prefer SN to take handle RRM/ take the initiative
· Traffic handling

· Each node is assumed to be only aware of the traffic directly routed to it (i.e. MN may not always be aware that SN requires additional resources)
Annex A.1 includes a table that further summarises which node initiates action in a particular uses case and whether coordination is required.
Proposal 2: RAN2 is requested to confirm the following functional division between MN and SN
· The MN is overall responsible and decides when there is a need to choose between conflicting configuration options (e.g. configuring cell within MCG or SCG)
· The SN handles RRM/ mobility concerning NR frequencies, including inter-frequency mobility and monitoring whether UE leaves SCG coverage (and initiation of release of IRAT aggregation). The MN merely performs NR related RRM for initial configuration of IRAT aggregation

· Each node may initiate configuration of additional resources are required to accommodate is the traffic directly routed to it
UE capability dependencies

In an attempt to answer this question, we identified some types of UE capability dependencies that may require coordination between the network nodes. 
	No
	Description
	Remarks
	Support

	1
	Really hard(ware) related specific conflicts e.g. bands/ band combinations in the same/ similar frequency range that cannot be configured simultaneously from radio perspective/ sharing RF related hardware
	Essential
	yes

	2
	More general device capabilities e.g. transmit power, memory, processing
	Coordination relatively easy (e.g. by explicit fields as in LTE DC)
	yes

	3
	Softer specific dependencies e.g. features which support in LTE depend on rather specific SCG configuration details mainly to support UE implementation flexibility, see note.
	Coordination is considered to be less important (more difficult)
	No


Tab. 1: Overview of UE capability dependencies/ conflicts
Some considerations:

· In LTE, UEs may for some features indicate support per band, per band combination or per band of a band combination. This facilitate UE implementation flexibility i.e. UE implementation may support a feature partially i.e. without having to support the more difficult cases. Adopting a similar approach in case of IRAT DC would complicate UE capability signalling. I.e. the UE would need to signal supported band combination information covering both LTE and NR bands. Although UE implementation flexibility is important, it does not seem essential for a first release
· The coordination of more general device capabilities (item 2) does not seem to require particular attention (rather straightforward)

Hence we propose to focus on the radio/ RF related hardware conflicts (i.e. item 1 in the table): 

Proposal 3: RAN2 should focus on the real hard(ware) related UE capability dependencies e.g.  RF related conflicts concerning supported bands/ band combinations
2.3 General principles/ high level solution directions
In this section we discuss some general principles/ aspects we think are relevant for any solution handling the UE capability coordination discussed in the previous.
How network nodes detect dependencies/ conflicts

A first aspect concerns how the network detects UE capability dependencies/ conflicts. Some considerations:

· We see no reason to deviate from the general principle that a network node should not be required to peek into the UE capabilities of another RAT e.g. an LTE MN should not be required to peek into NR UE capabilities, meaning that any NR information relevant to LTE MN should be included in LTE UE capabilities

· We think there is no real need for the UE to provide a lot of details about the impact of the configuration in the other RAT involved in DC on its UEs capabilities. I.e. it is sufficient to inform the network that there is a need to choose between configurations that it cannot support simultaneously. In other words, it merely needs to indicate which IRAT configurations (e.g. bands) would inhibit support (e.g. of an LTE band)

· There seem to be different levels of detail regarding the UE capability conflicts/ dependencies, including the following:
a) Conflicting bands i.e. for each LTE band, the UE indicates the NR bands (if any) that it cannot support simultaneously (i.e. that would inhibit support of the LTE band)

b) Conflicting band combination(s) i.e. for each LTE band or band combination (BC), the UE indicates the NR BCs (if any) that it cannot support simultaneously
c) More detailed conflicting configurations e.g. for a particular band combination entry (i.e. also covering supported MIMO layers or CSI processes), the UE indicates the particular NR BC entries that it cannot support simultaneously
A more detailed level obviously provides better performance/ flexibility but comes at the cost of additional complexity. RAN2 is requested to discuss which level would be sufficient for a first release, as reflected in the following proposal.
Proposal 4: 
A node involved in IRAT DC detects any impacts of the other RAT on its UE capabilities from its own capabilities. In particular:

· 
The UE informs LTE network (eNB) within LTE capabilities how its LTE capabilities are impacted by conflicting 5G configurations. Likewise 5G radio network is informed within 5G UE capabilities

· 
The UE provides limited information about the impact i.e. it merely indicates which NR configurations result in non-support of the LTE configuration
· 
RAN2 is requested to discuss the UE capability details level for which such impact should be provided (i.e. band, BC, BC entry)
The proposal is illustrated by the following figure.
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Fig. 1: Detection of UE capability dependencies/ conflicts
Interaction between MN and SN, including information exchange
A further aspect concerns how the network handles UE capability dependencies/ conflicts i.e. chooses between configurations that the UE cannot support simultaneously e.g. configuring an SCell within MCG or within SCG. Some considerations:

· As in LTE DC, we think the MN is overall responsible and hence the node to decide
· We assume the decision should primarily be based on achievable throughput. Although the throughput could be weighted by system cost (e.g. required resources) and/ or UE cost (e.g. battery consumption), we think this is of secondary importance (i.e. need not be considered further)
· The MN could possibly estimate of the throughput it would achieve from a conflicting SCG configuration, but a good estimate may be rather difficult as throughput would depend on which NR functionality can be configured (supported by UE and NR SN). It may thus be preferable to introduce inter-node signalling for this coordination. E.g. MN may indicate that SN should only configure the conflicting SCG configuration option while the throughput it can achieve exceeds a certain minimum value.
Based on these considerations, we propose:

Proposal 5
In case of UE capability dependencies/ conflicts, the MN decides based on achievable throughput e.g. how to select between conflicting IRAT DC configuration options (i.e. between conflicting MCG and SCG configuration options).

Proposal 6
RAN2 is requested to discuss whether MN can estimate the throughput it would achieve from a conflicting SCG configuration or whether inter-node should be introduced. 
Figure 2 shows a possible realisation of the throughput based conflict resolution for the case of an SN initiated SCG modification i.e. an option in which the MN provides a minimum criterion, while SN monitors whether this criterion is met for the requested configuration.
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Fig. 2: Example of UE capability dependencies/ conflicts resolution for SN initiated modification
3 Conclusion
In this contribution we have discussed UE capability coordination in case of IRAT DC, discussing which aspects require coordination as well as general principles/ high level solution directions. RAN2 is requested to discuss and conclude the following related proposals:
Proposal 1: RAN2 is requested to confirm the following starting points

1) 
Maintain the principle that the network shall respect UE capabilities i.e. only signal configurations the UE supports i.e. not to go in a direction in which network tries and UE rejects, possibly providing failure/ assistance information so network can be more successful when re-trying

2) 
There is a need to support some capability sharing/ flexibility and some inter-node coordination is required to handle the configuration dependencies i.e. no hard split.

Proposal 2: RAN2 is requested to confirm the following functional division between MN and SN

· The MN is overall responsible and decides when there is a need to choose between conflicting configuration options (e.g. configuring cell within MCG or SCG)

· The SN handles RRM/ mobility concerning NR frequencies, including inter-frequency mobility and monitoring whether UE leaves SCG coverage (and initiation of release of IRAT aggregation). The MN merely performs NR related RRM for initial configuration of IRAT aggregation

· Each node may initiate configuration of additional resources are required to accommodate is the traffic directly routed to it

Proposal 3: RAN2 should focus on the real hard(ware) related UE capability dependencies e.g.  RF related conflicts concerning supported bands/ band combinations
Proposal 4: 
A node involved in IRAT DC detects any impacts of the other RAT on its UE capabilities from its own capabilities. In particular:

· 
The UE informs LTE network (eNB) within LTE capabilities how its LTE capabilities are impacted by conflicting 5G configurations. Likewise 5G radio network is informed within 5G UE capabilities

· 
The UE provides limited information about the impact i.e. it merely indicates which NR configurations result in non-support of the LTE configuration

· 
RAN2 is requested to discuss the UE capability details level for which such impact should be provided (i.e. band, BC, BC entry)
Proposal 5
In case of UE capability dependencies/ conflicts, the MN decides based on achievable throughput e.g. how to select between conflicting IRAT DC configuration options (i.e. between conflicting MCG and SCG configuration options).

Proposal 6
RAN2 is requested to discuss whether MN can estimate the throughput it would achieve from a conflicting SCG configuration or whether inter-node should be introduced. 
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A. Background information (Annex)
A.1 Coordination for different use cases
	No
	Use case
	Initiator
	Trigger
	Coordination

	1
	SCG establishment
	MN
	RRM
	Yes, SCG config (band) may require adjustment of MCG configuration

	2
	SCG release
	MN
	Traffic, node underload
	No

	3
	SCG release
	SN
	RRM, node overload
	No

	4
	Radio resource reconfiguration
	MN
	E.g. L1 feedback
	No, unless there are dependancies e.g. regarding antenna configuration, memory or (baseband) processing capacity

	5
	Radio resource reconfiguration
	SN
	E.g. L1 feedback
	No, unless there are dependancies e.g. regarding antenna configuration, memory or (baseband) processing capacity

	6
	Intra-freq mobility (MCG)
	MN
	RRM
	No (dependencies' e.g. regarding antenna configuration or baseband processing treated separately)

	7
	Intra-freq mobility (SCG)
	SN
	RRM
	No, as above

	8
	Inter-freq mobility involving change of MCG bands (includes addition of SCell)
	MN
	RRM, traffic, node load
	Yes, cases other than SCell release and change of primary frequency may require adjustment of SCG configuration

	9
	Inter-freq mobility involving change of SCG bands (includes addition of SCell)
	SN
	RRM, traffic, node load
	Yes, cases other than SCell release and change of PSCell frequency may require adjustment of MCG configuration


Email discussion: [94#39][NR] C plane aspects for tight interworking





Transparency options


From the discussion so far, it seems there are different models of transparency under consideration:


3a) NR SCG configuration is transparent to LTE MCG.  Any coordination necessary is done using XN2 signalling (which I assume this will be an inter-node container defined in RRC spec).


3b) NR SCG configuration is always understood by LTE MCG and vice versa (similar to LTE DC today)  


3c) parts of the SCG NR configuration is transparent to LTE MCG  


3d) coordination is done in UE with optional additional coordination in network.


In all the above cases, would it be correct to assume that some standardisation of this coordination is needed to have a multi-vendor interoperability of parameters that are to be coordinated, provided to other node, what combination is not allowed etc.? 


Need to support multiple SCGs


CATT raised a point probably not considered in detail by other companies: “Possibility to extend the number of SeNB to multiple SeNBs has not been discussed or ruled out yet”.  If we are to consider this, how would coordination work with multiple SeNBs?  Does every SeNB need to be aware of MeNB and every other SeNB configuration?
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