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1	Introduction
RAN#71 in March approved a new SID “Study of new NR Radio Access technology” [1]. As part of this SID, study and identify of the additional architecture requirements such as QoS was identified in the work item description. Also SA2 has identified the QoS architecture as a key issue for Next Generation system and the basic principles for the QoS concept is listed in [2] and made the following preliminary agreements:
1	Support Reflective QoS over RAN under control of the network. The network decides on the QoS to apply, reflects the DL traffic and the UE reflects the DL QoS for associated UL traffic.
Editor’s note: How reflective QoS is supported will be discussed as part of the solutions.
2.	U-plane marking for QoS is carried in encapsulation header on NG3 i.e. without any changes to the e2e packet header.
3a.	 A default QoS rule shall and pre-authorised QoS rules may be provided at PDU Session establishment to UE. using NG1 signalling.
NOTE: In some cases part of the QoS information can be provided as AS information even at PDU Session establishment.
Editor’s note: The content of the QoS rule is FFS, including a possible change of the term to avoid confusion with PCC/QoS rules.
Editor’s note: QoS related signalling to the UE for non-3GPP access is FFS.
3b. QoS rules can be (e.g. depending on access capabilities) provided at PDU Session establishment to the RAN using NG2 signalling.
4.	Flow-specific QoS signalling via the C-plane is needed for GBR SDF.
Editor’s note: Definition of Flow is for FFS. 
5.	NG2 signalling related to QoS, outside of PDU Session establishment, corresponding to a pre-authorised QoS rule should be minimised for initiation, modification or termination of SDFs with no GBR requirements.
Editor’s note: This is target for SA2, but the feasibility needs to be confirmed by RAN.
Editor’s note: NG2 QoS related signalling for non-3GPP access is FFS.
6.	NG1 signalling related to QoS, outside of PDU Session establishment, corresponding to a pre-authorised QoS rule should be minimised for initiation, modification or termination of SDFs with no GBR requirements.
Editor’s note: NG1 QoS related signalling for non-3GPP access is FFS.
The solution 2.3 in the TR 23.799 [2] describes the “Content aware QoS framework”.  In the solution 2.3 Content requirement Awareness Functions (CAF) is located in the NG-RAN.
CN-UP detects and identifies service data flows and marks them with the FII (Flow Identification Indicator). CN-UP also performs local QoS enforcement actions. 


Figure 1. Content Aware QoS architecture 
RAN side CAF (CAF-RAN) is content aware i.e. it is aware of the service data flows and content with the help of PDU marking from the CAF-Core. The RAN-CAF is also aware of the traffic mix of the through the RAN node, network and radio resource status. Based on the available information CAF-RAN controls the local QOS enforcement based on QoS policies received from the Core CP. 
The solution 2.3 does not define how the local QoS enforcement actions in the NG-RAN are actually to be performed and what kind of architectural structures it necessitates in the NG-RAN. In this contribution we discuss some basic principles of the NR QoS architecture and issue a potential NG-RAN QoS frame work.  
2	Bearer management principles
RAN2#94 made an agreement [3] on the usage of QoS based logical radio connections (bearers) over the air similarly to LTE:
1. The “data radio bearer” (DRB) defines the Over the Air packet treatments in the RAN.
2. A DRB serves a set of packets requiring the same packet forwarding treatment, e.g. reliability, target delay, etc.
3. A separate DRB is defined for each different packet forwarding treatment required.  
The LTE QoS bearer model is specified in [4]. In the LTE the QoS is defined through end-to-end connectivity known as an EPS-bearer. Radio bearers are one to one -coupled with an EPS bearer. The EPS bearer is an end-to-end connectivity between the UE and the PDN-GW. LTE QoS management through end-to-end EPS bearers requires extensive C-plane signalling among multiple network elements (eNB, SAE-GW, MME PCRF as part of bearer management procedures) that has significant latency to complete. 
On the other hand, [2] lists following principles that the Next Gen QoS architecture should support.  
-	Solution for QoS framework should allow ease of reuse of Next Generation core for various access technologies (i.e. 3GPP access, non-3GPP access).
-	Solution for QoS framework should allow independent evolution of core and access technologies (i.e. 3GPP access, non-3GPP access).
-	Solution for QoS framework within NextGen core network is not access specific.
The concerns with LTE bearer management and fore mentioned NextGen. QoS principles speaks for decoupling NR bearer management from the end to end session management. NextGen. RAN should be able to independently with minimal or preferable without end-to-end signalling to perform local QoS enforcement and radio bearer management actions. 
Proposal 1: RAN manages radio queues and related radio structures (radio bearers) autonomously from the core. 
2.1	NR connection model
Figure 2 introduces the potential connectivity model for the NR utilizing queuing at radio interface in the form of DRBs and decoupling radio bearer management from the end to end session management. 
NOTE:	[2] defines the PDU session as an “association between the UE and a data network that provides a PDU Connectivity Service”. So it’s somewhat similar to the LTE PDN connection. 



Figure 2. NR connection model
-	The PDU session is carried by a single NG3-U –connectivity between the RAN and Core.
-	The PDU session is carried by one or more data radio bearers (DRB) between the UE and the RAN, each providing delivery service with specific forwarding treatment for the PDUs of the PDU session.  There is one to many mapping between the PDU session and the DRBs and one to many mapping between the NG3-U connectivity and the DRBs (assuming that multiple DRBs/PDU sessions are configured). 
NOTE:	DRBs are assumed to be PDU session specific, meaning that even if two PDU sessions of an UE requires exact the same kind of delivery service from the radio stack, they do not share a DRB. Also the granularity of the QoS differentiation inside the NG3 connection may differ from the granularity over the radio i.e. no one to one mapping between radio bearers and “NG3 QoS class”. 

Noteworthy in the proposed connectivity model is the absence of the QoS based end to end connections below the PDU session. There is single PDU session specific connectivity between RAN and Core, which is linked to the RAN bearer structure that are managed locally in the NG-RAN, which means that  NG-RAN must have intelligence for mapping service data flows from the single NG3 connection to radio bearers. 
Figure 3 illustrates high level DRB management principles. The QoS policies are transferred to the NG-RAN (and CN-UP) in the PDU session establishment signalling. The NG-RAN manages DRBs independently based on the received QoS policies. Bearer management may be cognitive taking current radio load, radio condition of the UE(s) and traffic mix into account.




Figure 3. DRB management overview

The QoS policy may include transport level rules  (explicit QoS targets) associating a service data flow (e.g. IP flows in case of PDU sessions carrying IP traffic) with a set of transport level parameters (priority, delay,  jitter, packet loss, etc.) but also more advanced rules containing higher level (“Quality of Experience” related) QoS parameters: “Intent level” QoS rules. 
2.2	RAN QoS architecture
2.2.1	Downlink
Figure 4 present a high level QoS architecture reflecting the NR connection model above and basing on the context aware QoS framework introduced in the [2] as a solution 2.3.


Figure 4. NR QoS architecture Down Link.
The NG-RAN receives PDUs with FII (Flow Identification Indicator) of the PDU session through NG3-U interface from the Core Network. The FII marking is not meant to directly control the QoS behaviour in the RAN: i.e. it for example does not directly define the radio bearer of the flow. The QoS behaviour in the RAN is controlled by QoS rules that may refer to FII and that are sent by the CN CP to the CAF-RAN.
As described in [2] The CAF-RAN (Context Awareness Function – RAN) identifies the application/service by utilizing the FII provided by the core, derives DRB QoS targets from the QoS policies (which it has received from the CN-CP) for the service data flows,  possibly taking into account traffic mix, RAN status and radio resource availability. CAF-RAN operates in conjunction with the RRM and influences to the DRB management decisions such as DRB establishment, releasement and modification and CAF-RAN is also able to define QoS parameters for the DRBs. 
DRB Split function splits the PDU flow from the PDU session and directs the individual service data flows to the DRBs that provides desired treatment. The Splitting is controlled by the CAF-RAN. 
The DRBs provides delivery services for the user PDUs with a QoS treatment expected by the service. At least one DRB (Default) need to be configured for the PDU session. The DRB contains a queuing structure from which the MAC scheduler schedules the user PDUs to the radio way. 

NOTE! 	The maximum number of the needed DRBs is FFS, but it can be assumed that it’s relatively small since intra-PDU session prioritization may be performed already on higher layers. 

The radio protocols enforces the DRB specific QoS with the DRB specific scheduling parameters. 
2.2.2	Uplink
Figure 5 Illustrates the UE side architecture for the UP Link in the case of UL transmission. Despite the direction of the communication i.e. whether the server or client is on the UE side the applications are detected on the network side. 



Figure 5. NR QoS architecture in UL.
Similar to DL direction the RAN (CAF-RAN) is in charge of defining splitting rules for PDU session. In the UL case the CAF-RAN and the split function resides on the opposite sides of the radio link necessitating over the air signalling for splitting rule configuration. The splitting rules can be delivered to the UE either: 
-	By using AS C-plane signalling for example upon a PDU session procedure or DRB modification procedure; or 
-	By activating reflective QoS procedure in the UE side as in [6]. 
NOTE! 	SA2#116 agreed on “Support on reflective QoS over RAN under the control of the network
Reflective QoS allows to cope with OTT applications that make a heavy usage of short lived service data flows, which would require extensive signalling if splitting rules would be configured over C-plane. 
C-plane configuration is however needed for the default rules or if some specific splitting configuration is needed like for example asymmetric QoS configuration for UL- and DL-traffic of the specific service data flow.  
It is proposed in the [5] that the similar to LTE the UL grant from the radio scheduler is UE specific and that is also assumed in this contribution.  Due to only UE specific UL grants UE need to host the QoS aware multiplexing function, which multiplexes user PDUs from the DRB specific queues to the radio. The DRB multiplexing parameters (parameters for prioritization algorithm) are signalled to the MUX function within the DRBs establishment process. 
2.3	DRB establishment/modification
The RAN is able to autonomously to manage DRBs due to fact that it (CAF-RAN) is aware of the QoE/QoS policies and the nature of the service data flows, however different principles in DRBs management can be taken: 
-	Pro-active DRB configuration: set of DRBs may be pre-configured upon the PDU session establishment. Pre- established DRBs may or may not be configured with valid UL filter. Filters may be configured later with C-plane procedure (DRB modification) or by using reflective QoS. 
-	Reactive DRB configuration: only single (default) DRB is established as a part of the PDU session establishment procedure. Additional DRBs may be established on demand basis. 
Figure 6 illustrates a signalling flow example how pro-active DRB establishment may go. 
	NOTE: It’s up to RAN3 and SA2 to define the end to end PDU session establishment signalling.



Figure 6. Pro-active DRB establishment
The RAN receives QoS policies from the Core network in step 3 and establishes DRBs based on the received policies in steps 4 and 5. 
Figure 7. Illustrates a signalling flow example of reactive DRB establishment. 


Figure 7. Reactive DRB establishment/modification 
Initially PDUs (IP traffic in the example) are traversing through existing DRBs between the RAN and the UE.
-	CAF-RAN detects service data flow, which that requires treatment that current DRBs are not able to provide.
-	CAF-RAN decides that new DRB need to be established and defines explicit QoS parameter for the DRB. AP side DRB configuration.
-	DRB establishment RRC message is sent to the UE with necessary parameters for the UE MUX function and possible UL splitting rule in case reflective QoS in not to be used. UE configures new DRBs.
-	UE sends DRB establishment completed message after configuring the UE side. 
After DRB establishment new service data flow is traversing through new DRBs. 
Conclusion
This document has discussed the impacts of the QoS handling discussed in SA2 and one proposal was made.
Proposal 1: RAN manages radio queues and related radio structures (radio bearers) autonomously from the core. 
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Annex A: Reflective QoS
Reflective QoS is defined in TS 23.139 and relevant excerpts are echoed below for reference
[..]  DSCP marking may be performed by the UE by means of reflective QoS. The UE creates a 5-tuple rule from the corresponding downlink 5-tuple derived from the downlink IP traffic. It associates that uplink rule with the DSCP received in corresponding downlink 5-tuple. Each uplink packet matching that uplink rule is marked with the associated DSCP.
For IP flows initiated from the UE, uplink packets will not be marked until a marked downlink packet is received with the downlink n-tuple that matches the received uplink n-tuple.
Some clarifications to the function of reflective QoS in the UE:
-	For each incoming downlink IP packet the UE checks if a DSCP marking rule for the n-tuple of this IP packet exists. If the rule does not exist, then a new marking rule is added. Otherwise, the DSCP value and the time stamp for this marking rule are set.
-	The uplink n-tuple in each marking rule is made from the downlink n-tuple of that rule by swapping address (and port) destination and source.
-	For each outgoing IP packet the UE checks if a marking rule for this IP packet exists. If the n-tuple of the packet matches the uplink n-tuple of a marking rule, then the DSCP value of the packet is set to the DSCP value of that marking rule. The time stamp for that rule is set.
-	The function of reflective QoS will overwrite DSCP markings set by the UE application.
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