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[bookmark: _Ref298777854]Introduction
At RAN2#94 the following was agreed w.r.t. DC between LTE and NR:
	Agreements:
1 - 	DC approach for LTE-NR aggregation will be studied (FFS whether 3c/1a-like or other user plane architecture to be used)
1a	LTE as master and NR as master will both be studied..
2-	The CA based LTE-NR aggregation will not be studied as part of the study item



	Agreements
1	Study both split bearer (3C bearers) and direct routing (1A bearers) for LTE-NR multi-RAT.


In this contribution we provide some motivation for why both 1A-types of bearers and 3C-types of bearers are needed, both for LTE-NR Dual Connectivity as well as for NR-NR Dual Connectivity.
We also discuss the SCG-split-bearer-type which was discussed in the last couple of meetings.
Discussion
Dual Connectivity in LTE supports two types of bearer types; 1A-bearers and 3C-bearers. In the figure below three bearers are shown;
· one MCG bearer and one SCG bearer (or "1A bearers")
· one Split bearer (or "3C bearer")
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Figure 1: Protocol architecture for Dual Connectivity Rel-12
For 3C bearers, the S1-connection terminates in the MeNB and the MeNB splits the traffic in PDCP such that some of the data is sent via the Uu-interface of the MeNB and some of the data is sent via the Uu-interface of the SeNB. This allows for throughput boosting since the throughput perceived by the UE is the sum of the MeNB throughput and the SeNB throughput and this can in theory double the perceived throughput for the UE.
Another potential benefit which could be enabled by having the 3C bearer type is to send RRC messages either via the MeNB-leg or the SeNB-leg and hence robustness can be improved, this is what is referred to as "RRC diversity" where RRC-messages has the possibility to be sent over different legs. RRC diversity is discussed more in [1]. 
3C bearers may provide throughput boosting and RRC diversity.

While 3C bearers could provide superior performance in terms of throughput, these types of bearers may not always be feasible to use in real deployments. One reason for this is that for 3C bearers, any data which should be sent via the SeNB-leg needs to first be sent to the MeNB and MeNB needs to process this data before it is sent over the X2-interface to the SeNB. While logically the X2-inteface goes directly from the MeNB to the SeNB, in real deployments this is not always the case. In reality many deployments has a so-called "star-topology" where nodes connects via a centralized point (e.g. in the CN). This means that any communication between the MeNB and SeNB goes via the CN. So, for 3C bearers, any traffic which should be sent to the UE via the SeNB would first go to the MeNB-PDCP entity and thereafter it is sent back to the CN and CN sends it down to the SeNB which then delivers the data to the UE. Just like is shown in the figure below (the data which is sent via the SeNB follows the red path). So for a 3C-bearer, any data which the UE receives has travelled two times over the link to the MeNB and that link could become a bottleneck.
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Transport network capacity may become a bottleneck for 3C bearers.

Another reason why 3C bearers are not feasible in some real deployments is that the MeNB-PDCP needs to process all the data sent to the UE over the SeNB-leg (in addition to the data to be sent to the UE over the MeNB-leg). This may not seem like a problem in the figure above where only one UE is present, but in reality there can be tens of SeNBs and hundreds of UEs using 3C bearers and that could result in that MeNB-processing becomes a bottleneck.
The MeNB processing bottleneck was identified already for Dual Connectivity for LTE, and we expect that they would become worse in case of DC with NR involved. The reason is that the NR air interface should support much higher throughputs than LTE does meaning that the MeNB would need to process huge amounts of traffic, and that may not be feasible.
MeNB-processing may become a bottleneck for 3C bearers, especially for Dual Connectivity involving NR.

So how do we avoid these backhaul and processing bottlenecks in DC? Well, the DC framework in LTE also includes the 1A-bearer allowing to directly route packets to the SeNB. This means that neither MeNB-processing, nor the transport network would get more loaded compared to single-connectivity.
Note that we don't say that 3C bearers are not useful (there are certainly scenarios where 3C bearer is the obvious choice), we rather just want to highlight that there are real deployment scenarios where 3C bearers are simply not feasible and that 1A bearers are needed.
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SCG-split bearers
At RAN2#94 it was proposed to introduce a new type of bearer called "SCG-split-bearer". From our understanding, the proponents intend to use the SCG-split-bearer in deployments where the MeNB has large coverage, and the SeNB is a pico node (potentially on a high frequency and a wide carrier) which provides very high throughput. Since the SeNB is on a high frequency the UE may suddenly loose the SCG-link since the radio conditions can change suddenly on high frequencies.
The motivation for this type of bearer was, in our understanding, the following:
1. During normal operation (when the SCG-link is good) all data should be routed to the SeNB and not routed via the MeNB.
2. If the SCG-link becomes poor the SeNB can quickly start routing traffic via the MeNB, without the need for an RRC message to be sent to the UE.
The alternative to an SCG-split-bearer is a normal SCG-bearer (1A-bearer). From routing point of view (Bullet 1) the SCG bearer and the SCG-split bearer would have the same performance since during normal operation all data for a bearer is routed directly to the SeNB and hence is not going back-and-fourth like shown in the figure above.
From a routing point of view, an SCG-split-bearer performs similarly as a normal SCG-bearer.

However, one may suspect that it would be much better with an SCG-split-bearer than a normal SCG-bearer since if the SCG-link suddenly disappears the UE can use the MeNB-link for the same bearer instead and no RRC reconfiguration is needed.
But going back to the scenario for which the SCG-split-bearer appears to be interesting: the SCG is a pico node providing very high throughput while the MeNB provides less throughput. If that is the case and the SCG-link suddenly disappears (due to rapidly changing radio conditions) the UE would anyway experience a large bitrate drop (e.g. from 1 Gbps to some 10 Mbps). If this happens in the middle of a file download, the user will experience a longer file download delay since the latter part of the file is transferred at the lower rate. If the data was so far delivered via an SCG bearer, the NW must re-configure the UE with an MCG (or MCG-split) bearer before continuing the data transfer over the MCG. This reconfiguration may cause an interruption of maybe 50 or even 100 ms. If, on the other hand, if the data had been carried over an SCG-Split bearer, the SCG could start forwarding data to the MCG via X2 without the need for a reconfiguration. The interruption would be shorter compared to the bearer type switch. However, the user is not primarily impacted by this interruption but rather by the total increase of the file download time. And this increase of the file transfer time is most likely dominated by the significantly reduced data rate via the macro node (MCG) rather than by the interruption for the bearer type switch. 
Furthermore, one could argue that these sudden and large jumps in data rate (between some 10s or 100s of MBps and several GBps) happen very frequently and that the sum of the re-configuration delays would impact the file transfer delay substantially. But here we should bear in mind that the TCP sender is not able to adjust (increase) its congestion window instantaneously to the available link rate anyway. Even though modern TCP versions increase their congestion windows significantly more aggressive than traditional implementations, they need at least an order of magnitude longer than the switch from an MCG bearer to an SCG bearer. 
Even with an SCG-split-bearer the UE and the user will suffer from increasing file transfer delays when suddenly losing the SCG-link.

Since anyway there will be UP-interruptions (e.g. the packet suddenly needs to traverse from the SeNB to the MeNB) with an SCG-split-bearer, a normal SCG-bearer can be used. So when the SCG-link disappears the eNB could reconfigure the SCG-bearer to become an MCG-bearer. One may say that this would require one unnecessary RRC message, but we assume that even if an SCG-split-bearer is used, the eNB would not let the SCG-split-bearer "hang" in the UE after the SCG-link has disappeared, so also in case an SCG-split-bearer is used the eNB would reconfigure the UE (moving the bearer) when the SCG-link has disappeared.
Both in case of SCG-split-bearers and in case of SCG-bearers, the eNB would reconfigure the UE when the SCG-link disappears.

Based on the above it seems that the SCG-split-bearer-type will not provide huge benefits compared to the SCG-bearer. Since the timeline for NR is tight and the benefits are unclear we suggest that RAN2 should not focus on this bearer-type now. RAN2 can of course revisit this in a later release.
[bookmark: _Toc458697660][bookmark: _Toc458698173]SCG-split-bearers are down prioritized for NR.
Conclusions 
Based on the discussion above we propose the following:
Proposal 1	Both 1A and 3C bearers are supported for LTE-NR Dual Connectivity as well as for NR-NR Dual Connectivity.
Proposal 2	SCG-split-bearers are down prioritized for NR.
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