Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG2 #95
Tdoc R2-165334
Gothenburg, Sweden, 22nd – 26th August 2016
Agenda Item:
9.4.2.3
Source:
Ericsson

Title:
HARQ RTT and Slow Start Performance of NR
Document for:
Discussion, Decision
1 Introduction

3GPP has in the Latency Reduction SI analysed TTI reductions and concluded that for LTE it would be beneficial to have a reduced TTI since this can reduce the TCP RTT [1]. In this paper we make a similar exercise but with higher bitrates since that is assumed for NR. For instance, the peak data rate in case of dual stream transmission over 100 MHz bandwidth can reach around 750 Mbps with the maximum transport size derived by referring to the transport format list in Table 7.1.7.2.2-1 in 3GPP TS 36.213. Theoretically, it only needs 0.021 ms to download a 2-Mbyte file at peak rate.
2 Discussion
The TCP slow start duration depends on multiple factors, for instance, the peak data rate and the round trip time of TCP. The peak data rate means the capacity of the whole path along which the data is transmitted. In the discussion below, we have assumed that there is not capacity bottleneck in the transport network, and the peak data rate depends on the air interface. For higher data rate in the air interface, the TCP slow start takes longer time to reach the peak rate. Shortened TCP round trip time can reduce the required time for TCP slow start since the amount of data the sender transmits in a burst is limited by the size of the congestion window and the congestion window size increases when ACKs are received. So the quicker ACKs are received the quicker the congestion window size grows. Assuming that the delay of the transport network is fixed, the transmission delay in RAN will determine the TCP round trip time variation and further impact the TCP slow start. In order to study the TCP slow start performance in case of high peak data rate and different transmission delay settings in air interface, some simulations have been run with TCP cubic hybrid slow start and the cubic congestion control. TCP cubic hybrid slow start has a quick exponential rate increase of the congestion window at the start and switches to linear rate increase later. 
Assuming that the carrier bandwidth is 100 MHz and dual-stream (MIMO) transmission is applied, the maximum transport block size is 376880 bits assuming 100 MHz carrier bandwidth and a 0.5-ms subframe length with 7 OFDM symbols. Other parameter settings are placed in Table 2 in Section 5.1 for reference. In the tables below, we show results for two cases: HARQ RTT = 4 and 8 TTIs respectively. A single active user is served in the simulated scenario. The required time for file downloading in different cases are summarized in Table 1. The download times has been normalized to the download time of the case when "HARQ RTT = 2". The detailed user throughput performances for different cases are presented in Section 5.2 for reference. According to the discussion above, one can conclude that the HARQ RTT impacts the required time for both small file and large file downloading in all simulated cases.
Table 1:  The normalized time for file downloading with respect to case ‘HARQ RTT = 2’

	File size
	Normalized download time 

	
	HARQ RTT = 4
	HARQ RTT = 8

	2 MByte
	1.26
	2.08

	20 MByte
	1.26
	2.04

	200 MByte
	1.08
	2.0


Observation 1 Shortened HARQ RTT reduces the required time for file downloading.

Shorter required time for file downloading means higher user-experienced throughput. Short HARQ RTT can clearly reduce the download time. We propose:
Proposal 1 Due to TCP slow start, short HARQ RTT should be supported in order for efficient utilization of huge capacity in air interface of NR
3 Conclusion
Based on the discussion in section 2, we propose: 
Proposal 1
Due to TCP slow start, short HARQ RTT should be supported in order for efficient utilization of huge capacity in air interface of NR
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5 Appendix
5.1 Simulation assumptions

Table 2 Simulation assumptions
	TCP
	Slow start scheme
	Hybrid slow start

	
	Congestion control scheme
	Cubic congestion control

	RAN error model
	Maximum MAC transmission attempts
	4

	
	BLEP corresponding to 4 transmission attempts
	[0.1, 0.033, 0.01, 0.001]

	
	HARQ Nack to Ack error ratio
	0.001

	RLC configuration
	RLC mode
	Acknowledge mode

	
	Maximum number of RLC retransmissions
	8

	Transport network model
	No error model (i.e. error free) for all cases;

No transport network capacity;

	Carrier bandwidth
	100 MHz

	TTI length
	0.5 ms

	Transport block size
	376880 bits


5.2 Detailed simulation results
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 Figure 2: 20-MByte file download 
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Figure 3: 200-Mbyte file download
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